X

EAE=RMENFZIRE, FohE N EEESFE NN E RS R ITTERS
5|7 2R, ZMEBITRG AR ERChZ RG], IKREFLEYPHER
GREEEN. B, EAMMXERE TESNEYFEEEN, FRETHAERITHMERS
SR ENM B ZRRERIRT . ASCRAMR T HoHHEME P A SIENSFEIRN, 45
AR HCRIRFN 22 S 7 A I L S F77E . X AT A0 B M TS B 86 E A ROR B 15 & ik
SHEMERNAERGHE T Bohh 2 M E AR 8125 R EEEE S 7% . KX RRA DR
= TR E R [ 2% BT FRROR IR BN 2 ) 75 3k R EE R M R A B R RO IR B 52 ) Tk
YIRS R BT LS I A T Z 2B B RHCHIRE) A FIE L E S
TEEMORRN KRS ENBKENH. AXHMEFHABENT:

F—, $3xIBPIREZE I T RVIRREME R, Y 7 TINRBHEERENLE
B E B R E BRI, fRT BOMIRN T ENSEEE k8. & @it IR o miE
BT E T EAMCHIRENF S RIRE R EEET, I TEEHETHNEZRBRFHELD
M—EM, EXREET FOMCENREEETEAUEFHEZNAET M, B, @5
WA REEEZRE, BRT AN FREEEPNRESEDM, KI7/E%E Fashion-
MNIST #1 CIFAR10 ##E& EABLL e RIS BIBORIREN ST FT7A M RE S RUIRF T 0.45% F0
1.04%, FFALINR AT CIFARI00 #HIBEMNZES ., LN BT REEFETTE B NEIES
EHETA TN B O0% HIREEEIERE

FZ, BRIz S Rk R B T B A RS R, IRE T E R FEENTRE
REFLGIE FRETE, BRI T NN EzSRBESN . BEER S TAIR T NE RN
REBENERIEZENEERR. ETHATERASESHOPHER B RERL T
WEETEWA, HENERECIETFNLEGIEFRAZRERE. ATEES MRS LT
W7 RREBFOPIRN T EMREFZ IR, 7 CIFARIO F CIFARI00 ##EBE L, S55E5i&
HITEREE D BISSIN T 1.44% F16.53% FOEHEZIES,

B=, #INELFITFREMEERENTEHEE, sSINTELKHET— L NELS
ERRER, MRTELZFEITNNFEHTZEREB. BESINELHChE R — L AEL S
BERER, MUBRT VIGMEERIT—HSEN—3E, mEBIER TR EIET
L BERERT AR EMNE NG RIZHHAETRBR . K775 AR FRE ORI ML
FTELFI P MEERENT A, 7 Imagenet FIRE LHHLL LRI A TETER B 33% B8
ATEBT 1.35% FAEREREA. BLLAREY REEESTE, & 4 PMEEDSH 30 M
B BT E T 4 40% F086% HYBTFE S A,

B, KT HRAERNEELFEITE, BRTNERMETHERMEMETERE R —
BRE, BETETRohHEMENIHBRTIRB RS . XAMORIEEI% S 7E CIFARL00 £
EE L BEIMTINISGARE!, 7 SpiReco FIBE LFEAELEIMIA. XRERKA, HIBH
MEE ST E#I%, 7 S-CIFAR F1S-CALTECH FHIR&E A BIEE T 1.47% F03.79%
FIERF. Lo, BISMEROPRIRAIBTRRS, AXEMRR T Bohi e M & A IERORRE
S HISCRRAE

2 FATR, ARSI Bom I E M L%/ BORIRF) S I MAE L F SIX WA S BN S E
IPMNRF TRANHR, WEITTERNEZ#THERSTHERREL 7SR, BidXE
REMFAETRER, AXESZMOERIEE LBE T BEMREF, NMUE T Bodhis
ZMBEZIEENER, UAHEBRARRNFEIV G T N A.



EXHE:

As the third generation of neural network models, Spiking Neural Networks (SNNs) have
attracted widespread research interest due to their unique temporal dynamics and low-
energy computing advantages. By mimicking the brain's mechanism of neural spike
transmission, these networks strive to operate closer to the biological neural system. Hence,
they not only exhibit higher biological plausibility but also achieve significant energy efficiency
improvements on neuromorphic chips designed specifically for them.

This thesis delves into efficient biologically plausible learning rules within SNNSs,
particularly spike-driven and online learning methods. These two methods improve the
commonly used backpropagation through time (BPTT) learning method in SNNs by reducing
the number of gradient propagation steps and saving intermediate state storage, respectively.
The research covered in this thesis includes analysis of properties in backpropagation of
temporal spike-driven learning methods for deep SNNs, loss functions in temporal spike-
driven learning methods, temporal covariate shift problem in SNN online learning methods,
and the combined application of spike-driven and online learning methods in spike stream
classification tasks. The innovations of this thesis are summarized as follows:

First, to address the the difficulty of training deep networks with spike-driven
learning methods, we propose a pooling layer that preserves gradient magnitude and a
backward propagation kernel function with consistent gradients, solving the vanishing
gradient problem of spike-driven approaches. We first demonstrate that the time-based
spike-driven learning strategy can maintain the consistency of the total gradient sum across
layers during backpropagation. Additionally, we analyze the pooling layers in the network,
modifying the backpropagation method for average pooling layers to maintain gradient sum
invariance. By introducing new backpropagation kernels, we successfully solve the reverse
gradient problem in temporal gradient propagation of spikes. We achieve performance
improvements of 0.45% and 1.04% on the Fashion-MNIST and CIFAR10 datasets, respectively,
over previous state-of-the-art spike-driven learning methods and was successfully applied
to the learning on the CIFAR100 dataset. Compared to BPTT methods, this approach saves
approximately 75% to 90% of the gradient propagation steps across different datasets.

Second, in response to the lack of temporal characteristics in the loss functions used
in pulse-driven learning, we propose a loss function that incorporates temporal
information and a method for adjusting scaling factors, enhancing the network’s ability
to encode temporal dynamics. Through theoretical analysis, a potential connection between
frequency encoding and time encoding within the network is identified. To address the
inconsistency between the mean squared counting loss gradient and the number of spikes,
we propose an enhanced counting loss. We also adjust the scaling factor used in weight
normalization to the threshold. We achieve state-of-the-art performance among spike-
driven methods on most datasets. Particularly, we achieve an accuracy improvement of 1.44%
and 6.53% on the CIFAR10 and CIFAR100 datasets compared to previous methods.

Third, to address the balance between stability and adaptability in online learning,
we use online spiking renormalization and online threshold stabilizer to solve the issue
of temporal covariate shift. By introducing online spiking renormalization and online
threshold stabilizer, we not only ensure the consistency of normalization parameters during
training and inference, but also verify through theory and experiments the effectiveness of



the online threshold stabilization mechanism in stabilizing network training and controlling
neuron firing rates. We achieve state-of-the-art performance among online learning
algorithms of SNNs, with a 1.35% accuracy improvement on the Imagenet dataset compared
to previous methods while reducing 33% time steps. Compared to BPTT methods, this
approach saves approximately 40% and 86% of GPU memory usage at 4 and 30 time steps,
respectively.

Fourth, by integrating spike-driven and online learning methods, we address the
inconsistency issue between network architecture and neuron models in network fusion,
and construct a real-time spike stream recognition system based on SNNs. We use a
pretrained model obtained by spike-driven learning algorithm on the CIFAR100 dataset and
finetunes it on the SpiReco dataset using online learning. The experimental results showed
significantly superior performance to direct training, achieving improvements of 1.47% and
3.79% on the S-CIFAR and S-CALTECH sub-datasets, respectively. Furthermore, by
constructing a spike stream recognition demonstration system, we visually demonstrates the
actual capability of SNNs in handling spike stream tasks.

In summary, this thesis conducts in-depth research on efficient biologically plausible
learning rules in SNNs including spike-driven and online learning methods, proposing
improvement methods while analyzing the properties of learning methods and networks.
Through these newly proposed methods and techniques, this thesis achieves significant
performance improvements on multiple standard datasets, not only advancing the
development of SNN learning algorithms but also offering new insights into understanding
the brain’s learning mechanisms.



