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This paper presents a modification to Context-based Adaptive Binary Arithmetic Coding (CABAC) in High
Efficiency Video Coding (HEVC), which includes an improved context modeling for transform coefficient
levels and a binary arithmetic coding (BAC) engine with low memory requirement. In the improved
context modeling for transform coefficient levels, the context model index for significance map is de-
pendent on the number of the significant neighbors covered by a local template and its position within
transform block (TB). To limit the total number of context models for significance map, TBs are split into
different regions based on the coefficient position. The same region in different TBs shares the same
context model set. For the first and second bins of the truncated unary scheme of absolute level minus
one, their context model indices depend on the neighbors covered by a local template of the current
transform coefficient level. Specifically, the context model index for the first bin is determined by the
number of neighbors covered by the local template with absolute magnitude equal to 1 and larger than
1; for the second bin, its context model index is determined by the number of neighbors covered by the
local template with absolute magnitude larger than 1 and larger than 2. Moreover, TB is also split into
different regions to incorporate the coefficient position in the context modeling of the first bin in luma
component. In the BAC engine with low memory requirement, the probability is estimated based on a
multi-parameter probability update mechanism, in which the probability is updated with two different
adaption speeds and use the average as the estimated probability for the next symbol. Moreover, a
multiplication with low bit capacities is used in the coding interval subdivision to substitute the large
look-up table to reduce its memory consumption. According to the experiments conducted on HM14.0
under HEVC main profile, the improved context modeling for transform coefficient levels achieves 0.8%,
0.6% and 0.4% bitrate reduction on average for all intra (AI), random access (RA) and low delay (LD)
configurations, respectively; the BAC engine with low memory requirement achieves 0.7%, 0.6% and 0.5%
bitrate reduction on average for AI, RA and LD configurations, respectively; the overall bitrate reduction
achieved by the proposed two techniques is 1.4%, 1.1% and 0.9% on average for AI, RA and LD config-
urations, respectively.

& 2016 Elsevier B.V. All rights reserved.
1. Introduction

High Efficiency Video Coding (HEVC) [1] is the latest video
coding standard. It provides approximately two times the com-
pression efficiency of its predecessor H.264/AVC [2] without any
detectable loss in visual quality [3]. One of the fundamental coding
tools adopted in HEVC is the quadtree block partitioning structure
[4], which is a flexible mechanism for splitting a picture into dif-
ferent processing units for prediction and residual coding. The
basic processing unit in HEVC is coding tree unit (CTU). Inside CTU,
a quadtree structure is built for partitioning of the CTU, and the
hit.edu.cn (X. Fan),
).
leaf node of the quadtree is called a coding unit (CU). Each CU uses
either intra or inter prediction mode and is subdivided into pre-
diction units (PU) and the shape of PU is specified by the splitting
type. After prediction, the CU residual is partitioned into transform
units (TU) by another quadtree referred to residual quadtree (RQT)
[5]. The CUs, PUs, and TUs encapsulate coding blocks (CBs), pre-
diction blocks (PBs), and transform blocks (TBs), respectively, as
well as the associated syntax elements. The size of TB can range
from 4�4 to 32�32 for luma and from 4�4 to 16�16 for
chroma.

For the transform coefficient levels (quantization indices asso-
ciated with the quantized transform coefficients) in one TB, a sub-
block based coding scheme [5,6] is designed in HEVC. In this
coding scheme, a TB is partitioned into non-overlapped 4�4
blocks, which are referred to as sub-blocks (SBs) [5]. The scan of
SBs inside a TB and the scan of coefficients within a SB are both
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diagonal [7]. Horizontal and vertical scans may also be used in the
intra prediction case for 4�4 and 8�8 TBs.

Up to five scan passes [8,9] are applied to code the syntax
elements for the transform coefficient levels within a given SB. In
the first scan pass, the significance map is signaled to indicate the
significance for a scanning position, which involves the syntax
element significant_coeff_flag. In the second and third scan passes,
the first and second bins of truncated unary scheme of the abso-
lute level minus one are signaled to indicate whether the absolute
magnitude of a transform coefficient level is larger than 1 and 2,
respectively. The syntax elements coeff_abs_greater1_flag and
coeff_abs_greater2_flag are involved in the second and third scan
passes, respectively. In the fourth scan pass, the syntax element
coeff_sign_flag is coded to signal the sign information of a trans-
form coefficient level. In the final scan pass, the syntax element
coeff_abs_level_remaining is coded if the absolute value of a
transform coefficient level is larger than that is coded in the pre-
vious scan passes.

HEVC only specifies context-based adaptive binary arithmetic
coding (CABAC) as the entropy coding method to code the defined
syntax elements. CABAC includes three basic processing steps:
binarization, context modeling and binary arithmetic coding
(BAC). The BAC engine also known as M-coder [22] includes two
operation modes: a regular mode and a bypass mode. The regular
mode uses adaptive probability estimator to estimate the prob-
ability of a binary source, while the bypass mode uses a probability
model with probability of 0.5. The context modeling stage pro-
vides the context models for bins coded with regular mode. In the
rest of the section, we firstly present the related work to CABAC in
HEVC; then we provide the motivation behind our work.

1.1. The related work to CABAC

In this subsection, we will present the related work to CABAC in
HEVC from two respects: context modeling for transform coeffi-
cient levels and the probability estimator in BAC engine.

1.1.1. Context modeling for transform coefficient levels
As described in [11], a position-based context modeling for

significant_coeff_flag was introduced in CABAC within H.264/AVC,
in which the context model index is dependent on the coefficient
position within 4�4 transform blocks. The position based context
modeling was partly inherited for coding significant_coeff_flag
within 4�4 TBs in HEVC with some modifications, which include
grouping the coefficient positions according to their frequencies
and sharing the same context model for the significant flags
within a group [12]. A template-based context modeling was de-
signed in [13,14] for significant_coeff_flag by considering the
characteristics of larger TBs. In this scheme, the context model
index for significant_coeff_flag is determined by the neighbors
covered by a predefined template. Compared with the position
based context modeling, the template based context modeling can
provide better coding efficiency. However, it does not allow a high
degree of parallelism, since the context model index derivation
depends on the significance of neighbors immediately preceding
the current transform coefficient level. The context modeling for
significant_coeff_flag in the TBs larger than 4�4 in HEVC is both
position and template based [15,16]. In these methods, a template
is selected for the current SB based on the information from the
neighboring lower and right SBs and the specific context is finally
determined by the coefficient position within the current SB using
the selected template.

For coeff_abs_greater1_flag and coeff_abs_greater2_flag, the
context modeling in the early stage is partially inherited from
H.264/AVC with some modifications, which takes into account the
local properties in larger TBs [13]. Later, a context modeling based
on a predefined local template was proposed in [14], in which the
context model index depends on the number of the significant
neighbors and the absolute sum of the neighbors covered by the
local template. Thus, it is required to code all syntax elements in
each coding step for a transform coefficient level. Therefore, the
value of the current syntax element determines the type of the
next syntax element to be processed. For example, if coeff_abs_-
greater1_flag is equal to 1, then the next syntax element is coef-
f_abs_greater2_flag. Otherwise, the next syntax element is coeff_-
sign_flag. This kind of dependency will increase the speculative
calculations in the parallel context processing [17], since various
combinations must be taken into account. This is one of the rea-
sons why HEVC applies up to five scan passes to a SB and separate
the syntax elements into different scan passes. In the context
modeling in HEVC, the context model index is dependent on the
number of coeff_abs_greater1_flag equal to 1 in the preceding SB
[18], the number of trailing ones and the number of coefficients
with magnitude larger than 1 in the current SB.

In the recently published literature [19] on the context mod-
eling for transform coefficient levels, the concept of the local
template in [14] is still utilized. Several modifications are in-
troduced to address large TBs and enhance the parallelism by
breaking the context dependencies between different scan passes.
More specifically, for significant_coeff_flag, the number of the sig-
nificant neighbors covered by a local template is used as a context
instead of the absolute sum of the neighbors covered by the local
template. In addition, the TB size is used as an additional context
of significant_coeff_flag to capture the characteristics of TBs with
different size. Instead of the number of the significant neighbors
and the absolute sum of the neighbors covered by the local tem-
plate, the number of neighbors covered by the local template with
absolute magnitude larger than 1 and 2 are used in the context
model selection for coeff_abs_greater1_flag and coeff_abs_-
greater2_flag, respectively.

1.1.2. Probability estimator in binary arithmetic coding engine
The context modeling in CABAC divides the syntax elements

into several non-stationary binary sources with different statistical
properties [21]. The probability of each non-stationary binary
source is estimated by M-coder [22] through one state machine.
However, in view of the coding efficiency, it is better to find a good
trade-off between adaption speed and the precision of the prob-
ability estimation for each binary source [21]. This problem can be
solved by utilizing several state machines with different adaption
speeds and precision of probability estimation [23]. However, the
method in [23] introduced some additional look-up tables and
thus increases the memory consumption. Some look-up table free
solutions were proposed in [20,21] based on virtual sliding win-
dow, in which a specific window length is selected according to
the statistical properties of the corresponding binary source and
the probability estimation is calculated based on the selected
window length. Another look-up table free approach namely
multi-parameter probability update was proposed in [24]. The
main idea of this approach is to use two probability estimations
with different adaption speeds and combine them as weighted
average for next bin probability prediction. Compared with the
methods in [20,21], the multi-parameter probability update in [24]
can achieve more accurate probability estimation according to our
experiments.

1.2. The motivation of our work

Compared with the prior video coding standards, HEVC greatly
enhance the coding efficiency. However, there is still requirement
to further improve the coding efficiency to establish the next
generation video coding standard succeeding HEVC [10]. Toward
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this goal, literatures [19] and [24] proposed a context modeling for
transform coefficient levels and a probability estimator in BAC
engine, respectively.

However, for the context modeling in [19], the number of the
context models will increase as well as the memory consumption,
since the TB size is taken into account in the context model se-
lection for significant_coeff_flag. In addition, only the information
from the current scan pass is used in [19] for the context model
selection of coeff_abs_greater1_flag and coeff_abs_greater2_flag,
thus their statistical redundancies are not fully exploited. For the
BAC engine in [24], a 288 Kb look-up table was introduced in the
coding interval subdivision, thus the memory consumption is in-
creased significantly. As described in [21], decreasing memory
consumption of CABAC is also very important issue for the hard-
ware implementation and this is why a number of literatures [25–
27] for HEVC aim at minimizing the memory consumption.

To address these two problems, this paper proposes an improved
context modeling for transform coefficient levels and a BAC engine
with low memory requirement. In the improved context modeling for
transform coefficient levels, the contexts of significant_coeff_flag con-
sist of the number of significant neighbors covered by a local template
and coefficient position within TB. To limit the total number of the
context models used for significant_coeff_flag, TBs are split into dif-
ferent regions based on the coefficient position. The same region from
different TBs shares the same context model set. The context model
index of coeff_abs_greater1_flag is determined by the number of
neighbors covered by a local template with absolute magnitude equal
to 1 and larger than 1. Moreover, the coefficient position is in-
corporated in the context model selection of coeff_abs_greater1_flag in
luma component. For coeff_abs_greater2_flag, its context model index
is determined by the number of neighbors covered by a local template
with absolute magnitude larger than 1 and larger than 2. Although the
proposed context modeling for coeff_abs_greater1_flag and coef-
f_abs_greater2_flag introduces the context dependency between dif-
ferent scan passes, this context dependency can be reduced as much
as possible by designing the context modeling in an appropriate way.
In the BAC engine with low memory requirement, the multi-para-
meter probability update mechanism in [24] is used to estimate the
probability for the next symbol. To reduce thememory consumption, a
multiplication with low bit capacities is used in the coding interval
subdivision instead of the large look-up table, since the multiplication
cost can be comparable with the cost of using a look-up table in
modern architectures [28].

Compared with CABAC in HEVC under main profile, the two
techniques presented in this paper can achieve 1.4%, 1.1% and 0.9%
bit rate reduction on average for all intra (AI), random access (RA)
and low delay (LD) configurations, respectively. More specifically,
the proposed context modeling for transform coefficient levels can
achieve 0.8%, 0.6% and 0.4% bitrate reduction on average for AI, RA
and LD configurations, respectively; the BAC engine with low
memory requirement achieves 0.7%, 0.6% and 0.5% bitrate reduc-
tion on average for AI, RA and LD configurations, respectively.

The rest of the paper is organized as follows. Section 2 presents
an overview of the entropy coding scheme in HEVC, which in-
cludes the context modeling for transform coefficient levels and
the BAC engine. Section 3 describes the proposed modification to
CABAC within HEVC in detail. In Section 4, the extensive experi-
mental results are provided. Finally, Section 5 concludes the paper.
2. The entropy coding scheme in HEVC

In this section, we will describe the transform coefficient level
coding and BAC engine in HEVC. For the transform coefficient level
coding, we first give the overview of the coding procedure and
then describe the context modeling for significant_coeff_flag,
coeff_abs_greater1_flag and coeff_abs_greater2_flag in detail. For
the BAC engine, the probability update mechanism and the coding
interval subdivision are described.

2.1. Transform coefficient level coding in HEVC

2.1.1. Overview
The transform coefficient level coding in HEVC is based on the

concept of sub-block [5,6], in which TBs larger than 4�4 are
partitioned into non-overlapped SBs. Fig. 1 illustrates the partition
of 8�8 TB into 4 SBs under different scan passes, in which dif-
ferent colors correspond to different SBs.

In HEVC, the effective intra and inter prediction techniques are
used to remove the spatial and temporal redundancy, generating
the prediction residual. Then the energy of the prediction residual
is concentrated into a small number of transform coefficients.
After quantization, a large portion of transform coefficients are
quantized into zero. In other word, the quantized transform
coefficients, also denoted as transform coefficient levels, within TB
are often sparse. There are not any significant transform coefficient
levels within entire TB in some situations. To exploit the features
of the transform coefficient levels within TB, the syntax element
coded_block_flag (CBF) is first coded to indicate the significance of
the entire TB. For significant TB, the position of the last significant
transform coefficient level in a TB is coded to indicate the sig-
nificance for the partial area of TB [5]. The position of the last
significant transform coefficient level is obtained following the
forward scan order and is coded by explicitly signaling its (X, Y)
coordinate relative to the top-left (DC) coefficient.

Next, the transform coefficient levels are coded. Since reverse
scanning of the transform coefficient levels allows a more reliable
estimation of the statistics [11], reverse scan patterns are used for the
scans of SBs within a TB and the coefficients within a SB. Here, the
scan of SBs within a TB is the same as that of coefficients within a SB,
which includes diagonal, horizontal and vertical scans, as shown in
Fig. 1. In order to exploit the sparse property of TB, the syntax element
coded_sub_block_flag (CSBF) is first coded to indicate the significance of
a SB. The CSBF for a SB is defined to be 1 if at least one transform
coefficient level in that SB is non-zero, and 0 otherwise [6]. The CSBF
for the SB containing the last significant transform coefficient level is
not coded, since it is known to be 1. The CSBF for the SB containing the
DC coefficient is also not coded, since it is equal to 1 with high
probability. Then, for a SB with CSBF equal to 1, the syntax element
significant_coeff_flag is coded to indicate the significance of a scanning
position. For the significant transform coefficient levels, the syntax
elements coeff_abs_greater1_flag, coeff_abs_greater2_flag, and coef-
f_abs_level_remaining are coded to indicate the absolute magnitude of
the transform coefficient levels. Finally, the syntax element coeff_-
sign_flag is coded to indicate the sign flag for significant transform
coefficient levels. As described in the previous section, these syntax
elements are coded in different scan passes. To improve the
throughput, only the first eight coeff_abs_greater1_flag in a SB are
coded in regular mode. After that, the values are left to be coded in
bypass mode with coeff_abs_level_remaining. The similar method is
also used for coeff_abs_greater2_flag. That is only the coeff_abs_-
greater2_flag for the first transform coefficient level with absolute
magnitude larger than 1 is coded in regular mode, and the rest of the
transform coefficient levels with absolute magnitude larger than 1 are
also coded in bypass mode with coeff_abs_level_remaining.

2.1.2. Context modeling scheme for transform coefficient levels
In this paper, we will focus on the coding of the syntax ele-

ments significant_coeff_flag, coeff_abs_greater1_flag and coef-
f_abs_greater2_flag, thus the context modeling for these syntax
elements are presented in this subsection. For the context mod-
eling of other syntax elements, refer to [5,6] for the details.



Fig. 1. Sub-block (SB) partition within 8�8 TB: (a) diagonal, (b) horizontal, (c) vertical.
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For coding significant_coeff_flag, the position-based context mod-
eling shown in Fig. 2 is used for 4�4 TB, in which the context model
selection is dependent on the position of the transform coefficient
level within TB. The position and template based context modeling is
used for TBs larger than 4�4. In this approach, a template is first
selected according to CSBFs of the neighboring lower and right SBs sl
and sr; the specific context model is finally determined by the position
of the transform coefficient level within that SB using the selected
template. There are 4 templates in HEVC corresponding to 4 combi-
nations of sl and sr, shown in Fig. 3.

TBs in luma component are split into two regions, in which top-
left SB is region 1 and other SBs are region 2. The context model
selections of significant_coeff_flag for luma and chroma are sum-
marized in Algorithms 1 and 2, respectively. In Algorithms 1 and 2,
CtxSig denotes the context model index of significant_coeff_flag,
( )x y,SB SB is the position of the current SB, ( )x y,InSB InSB is the position
of the current transform coefficient level within the current SB,

[·][·]×CtxInc4 4 is the context model index assignment in 4�4 TB
shown in Fig. 2 and [·][·]Temp is the selected template for SBs in
TBs larger than 4�4 shown in Fig. 3.

Algorithm 1. The context model selection of significant_coeff_flag
for luma.
If t
C

Fig. 2. Context model index assignment for significant_coeff_flag in 4�4 TB.
he current coefficient is DC, then
=tx 0Sig



Els
C

Els

Els

Els

Fig. 3. Templates for significant_coeff_flag

If t
C

Els
C

Els

Els
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e If TB size is equal to 4�4, then
= [ ][ ]×tx CtxInc x ySig InSB InSB4 4

e If TB size is equal to 8�8 and scan pattern is diagonal, then

=
+ [ ][ ] + ==

+ [ ][ ]⎪

⎪⎧⎨
⎩

Ctx
Temp x y x y

Temp x y

9 , if 0

12 , otherwiseSig
InSB InSB SB SB

InSB InSB

eIf TB size is equal to 8�8 and scan pattern is horizontal or
vertical, then

=
+ [ ][ ] + ==

+ [ ][ ]⎪

⎪⎧⎨
⎩

Ctx
Temp x y x y

Temp x y

15 , if 0

18 , otherwiseSig
InSB InSB SB SB

InSB InSB

e

=
+ [ ][ ] + ==

+ [ ][ ]⎪

⎪⎧⎨
⎩

Ctx
Temp x y x y

Temp x y

21 , if 0

24 , otherwiseSig
InSB InSB SB SB

InSB InSB
in TBs larger than 4�4.
Algorithm 2. The context model selection of significant_coeff_flag
for chroma.
he current coefficient is DC, then
=tx 0Sig

e If TB size is equal to 4�4, then
= [ ][ ]×tx CtxInc x ySig InSB InSB4 4

e If TB size is equal to 8�8, then

=
+ [ ][ ] + ==

+ [ ][ ]⎪

⎪⎧⎨
⎩

Ctx
Temp x y x y

Temp x y

9 , if 0

12 , otherwiseSig
InSB InSB SB SB

InSB InSB

e

=
+ [ ][ ] + ==

+ [ ][ ]⎪

⎪⎧⎨
⎩

Ctx
Temp x y x y

Temp x y

15 , if 0

18 , otherwiseSig
InSB InSB SB SB

InSB InSB
For coding coeff_abs_greater1_flag, a context model set is first
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selected depending on whether there is coeff_abs_greater1_flag
equal to 1 in the preceding SB. Separate context model sets are
used for luma and chroma; another context model set is used for
the top-left SB in luma. In each context model set, there are
4 context models and the specific context model is determined by
the number of the previously coded transform coefficient levels
with absolute magnitude equal to 1 NumEqu1 and larger than 1
NumGre1 in the current SB. For coding coeff_abs_greater2_flag, the
selection of context model set is the same as that for coeff_abs_-
greater1_flag, but there is only one context model in each context
model set. The context model selection for coeff_abs_greater1_flag
and coeff_abs_greater2_flag are summarized in Algorithms 3 and 4,
respectively. In Algorithms 3 and 4, c1 is defined to 1 if there is
coeff_abs_greater1_flag equal to 1 in the preceding SB; Ctxgreater1
and Ctxgreater2 denote the context model index for coeff_abs_-
greater1_flag and coeff_abs_greater2_flag, respectively.

Algorithm 3. The context model selection of coeff_abs_greater1_flag.
Lu

Ch

Lu

Ch
ma Component:

=

+ == ==

+ == ==

+ ≠ ==

+ ≠ ==

⎧

⎨
⎪⎪

⎩
⎪⎪

CtxSet

x y c

x y c

x y c

x y c

0 If 0 and 1 0

1 If 0 and 1 1

2 If 0 and 1 0

3 If 0 and 1 1

SB SB

SB SB

SB SB

SB SB

=
( ) + ⁎ ==

+ ⁎

⎧⎨⎩Ctx
NumEqu CtxSet NumGre

CtxSet

min 1, 2 4 , if 1 0

3 4 , otherwisegreater1

roma Component:

=
==
==

⎧⎨⎩CtxSet
c
c

0, If 1 0
1, If 1 1

=
( ) + ⁎ ==

+ ⁎

⎧⎨⎩Ctx
NumEqu CtxSet NumGre

CtxSet

min 1, 2 4 , if 1 0

3 4 , otherwisegreater1
Algorithm 4. The context model selection of
coeff_abs_greater2_flag.
Δ =
RLP

=R
If x

L
R
s

Els
s

En
ma Component:

=

+ == ==

+ == ==

+ ≠ ==

+ ≠ ==

⎧

⎨
⎪⎪

⎩
⎪⎪

Ctx

x y c

x y c

x y c

x y c

0 If 0 and 1 0

1 If 0 and 1 1

2 If 0 and 1 0

3 If 0 and 1 1

greater

SB SB

SB SB

SB SB

SB SB

2

roma Component:

=
==
==

⎧⎨⎩Ctx
c
c

0, If 1 0
1, If 1 1greater2
2.2. Binary arithmetic coding engine in HEVC

The binary arithmetic coding engine in HEVC is M-coder [22],
in which the implementation of the probability update is based on
the state machine approach. In M-coder, the probability of a
symbol to be coded is represented by ( )p V,LPS MPS , where pLPS is the
probability of the least probable symbol (LPS) and VMPS is the value
of the most probable symbol (MPS). The range of pLPS is projected
into a set of representative probabilities = { … }S p p p, , ,p 0 1 63 ac-
cording to Eq. (1):

α= · = … ( )−p p s, for all 1, 2, , 63 1s s 1

where s denotes the state defined the estimation of pLPS,

( )α = 0.01875
0.5

1/63
and =p 0.50 . The probability p63 is always used to

code the terminal bit, thus the probability update in M-coder
shown in Eq. (2) can be implemented with look-up tables

[ ]TransStateLPS s and [ ]TransStateMPS s , which contain the state cor-
responding to the next probability after compressing the current
symbol with state s:

α

α α
=

( · )

· + ( − ) ( )
⎪

⎪⎧⎨
⎩

p
p p

p

max , , if MPS occurs

1 , if LPS occurs 2
new

old

old

62

where pold is the given LPS probability and pnew is the updated
counterpart.

Suppose the coding interval is represented with ( )L R, , where L
is the lower bound of the coding interval and R is the length of the
coding interval. The coding interval is subdivided into two parts
after obtaining pLPS, shown as follows:

= · = − ( )R p R R R R, 3LPS LPS MPS LPS

where RLPS and RMPS are the coding interval lengths for LPS and
MPS, respectively. The coding interval length R satisfies the fol-
lowing inequality after adopting the renormalization procedure in
[29]:

· ≤ < ( )
− −R

1
2

2 2 4
b b1 1

where b is the precision of the register storing R. To remove the
multiplication in the coding interval subdivision, the interval

)· − −⎡⎣ 2 , 2b b1
2

1 1 is uniformly quantized into four cells, so the multi-

plication can be implemented with the look-up table
Δ[ ][ ]TabLPSRange s , where s is the state corresponding to pLPS and Δ,

Δ ∈ { }0, 1, 2, 3 , is the interval cell index. Therefore, the im-
plementation of M-coder is summarized in Algorithm 5.

Algorithm 5. The procedure for encoding the binary symbol xt
with M-coder.
( ≫ )R 6 &3
Δ= [ ][ ]TabLPSRange sS

−R RLPS

t is LPS, then
= +L R
= RLPS

= [ ]TransStateLPS s
e

= [ ]TransStateMPS s
d If
l Renormalization procedure.
Cal
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3. The proposed entropy coding scheme for HEVC

In this section, we will present the improved context modeling
for transform coefficient levels and the BAC engine with low
memory requirement. In the description of the improved context
modeling for transform coefficient levels, we first illustrate the
statistical features of the transform coefficient levels that guide the
Fig. 4. The standard variance of transform coefficient level at each position within
(a) 4�4, (b) 8�8 and (c) 16�16 TBs.
context modeling design in this work, and then present the pro-
posed context modeling in detail. For the BAC engine with low
memory requirement, we first describe the multi-parameter
probability estimation, and then present the multiplication with
low bit capacity used in the coding interval subdivision.

3.1. Improved context modeling for transform coefficient levels

3.1.1. Statistical features of transform coefficient levels
As we know, the statistical distributions of the transform coeffi-

cient levels at low frequency subbands have larger variance than
those in the high frequency subbands, which is similar to the case in
image coding as illustrated in [30]. Fig. 4 shows the standard variance
of the transform coefficient levels at different positions in 4�4, 8�8
and 16�16 TBs, where the sequences in Class C are coded under
QP¼22. From Fig. 4, we can see that the variance of the transform
coefficient levels in a TB decreases from the top left position to
bottom right position and the transform coefficient levels at different
positions have the similar variance in the high frequency region.

In addition, there are some correlations between the current
transform coefficient level and its neighbors, which consist of the
previously coded transform coefficient levels in the reverse scan-
ning path. For example, the current transform coefficient level is
more likely to be significant when there is a significant one among
its neighbors. Here the mutual information ( )I X Y; is used to
quantitatively evaluate the correlations between two random
variables X and Y, which is calculated as follows:

∑ ∑( ) = ( ) ( )
( ) ( ) ( )∈ ∈

⎛
⎝⎜

⎞
⎠⎟I X Y p x y

p x y
p x p y

; , log
,

5y Y x X

where ( )p x y, is joint probability distribution function of X and Y, p
(x) and p(y) are the marginal probability distribution functions of X
and Y, respectively. Table 1 illustrates the empirical estimate of
mutual information between significant_coeff_flag and numSigs for
8�8 TB, where numSigs is the number of the significant neighbors
covered by a local template. Three local templates are evaluated
for the current transform coefficient level x in Table 1, which are
{ }x x,0 1 , { … }x x, ,0 4 and { … }x x, ,0 8 , as illustrated in Fig. 5. In Table 1,
temp1, temp2 and temp3 denote { }x x,0 1 , { … }x x, ,0 4 and { … }x x, ,0 8 ,
respectively; the position of the current transform coefficient level
is represented as the (X, Y) coordinate relative to DC coefficient.
Table 1 is based on the statistical data of 8�8 TBs, where the
sequences in Class C are coded under QP¼22.

As we know, if the mutual information ( )I X Y; between X and Y
is larger, the correlation between X and Y is higher, thus it is more
efficient to guide the context modeling of X using Y. Comparing
temp1 column with temp2 column in Table 1, we can see that the
empirical estimate of mutual information under temp2 is always
larger. This demonstrates that the correlation will not be fully
exploited if only a few neighboring transform coefficient levels are
used. Comparing temp2 column with temp3 column in Table 1, it
can also be seen that the empirical estimate of mutual information
under temp2 is also larger in some cases. This indicates that the
context dilution problem may be caused if too many neighboring
transform coefficient levels are used [11]. So, the local template

{ … }temp x x2 , ,0 4 is used in this paper to exploit the correlations
between the current transform coefficient level and its neighbors,
which is the same as that in [14].

3.1.2. Description of the proposed context modeling
To achieve higher coding efficiency, the statistical features of

transform coefficient levels described in the previous subsection
should be used to guide the context modeling design.

For significant_coeff_flag, the number of the significant trans-
form coefficient levels in the local template numSigs and the
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Table 1
Empirical estimate of mutual information between significant_coeff_flag and num-
Sigs for different local templates.

Position Empirical estimate of mutual information

temp1 temp2 temp3

(0, 0) 0.190 0.244 0.323
(0, 1) 0.113 0.143 0.145
(1, 0) 0.125 0.159 0.158
(3, 0) 0.092 0.127 0.135
(0, 3) 0.115 0.159 0.169
(5, 0) 0.102 0.141 0.118
(0, 5) 0.087 0.125 0.111

Fig. 5. Illustration of the different local templates for the current transform coef-
ficient level x evaluated in Table 1.
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position of the current transform coefficient levels within TB ( )x y,
are used in the context model selection. If numSigs and ( )x y, are
directly combined, the number of the context models is very large.
Take 8�8 TB as an example, the number of the context models is
up to 384 if directly combining numSigs and ( )x y, , since

≤ ≤numSigs0 5 and ≤ ≤ ≤ ≤x y0 7, 0 7. So many context models
will consume more memory and also cause the context dilution
problem. To address this problem, TBs are first split into different
Fig. 6. Splitting method of TBs in (a) luma and (b) chr
regions based on the position of the transform coefficient level.
Then, the specific context model for significant_coeff_flag of the
transform coefficient level is determined for each region by
numSigs calculated with its neighbors.

More specifically, for TBs in luma component, the top-left SB is
split into 3 regions based on Eq. (6), and other SBs are split into
2 regions based on Eq. (7); for TBs in chroma component, they are
split into 2 regions based on Eq. (8):

=

+ <

+ ≥ + <

+ ≥ ( )

⎧
⎨
⎪⎪

⎩
⎪⎪

RegIdx

x y

x y x y

x y

0, if 2

1, if 2 and 5

2, if 5 6

InSB InSB

InSB InSB InSB InSB

InSB InSB

=
+ <

( )
⎪

⎪⎧⎨
⎩RegIdx

x y3, if 4

4, otherwise 7

InSB InSB

=
+ <

( )

⎧⎨⎩RegIdx
x y0, if 2

1, otherwise 8

In the above equations, RegIdx denotes the region index and
( )x y,InSB InSB is the position of the current transform coefficient level
within the current SB, which can be calculated based on Eq. (9):

= ( − (( ≫ )≪ ))
= ( − (( ≫ ) ≪ )) ( )

⎪

⎪⎧⎨
⎩

x x x

y y y

; 2 ; 2
; 2 2 9

InSB

InSB

Fig. 6 illustrates the splitting method for TBs in luma and
chroma components, where the block circulated by red square is
the top-left SB. Based on this TB partition method, the context
model index for significant_coeff_flag is finally calculated by Eq.
(10):

= + · ( )Ctx numSigs RegIdx6 10Sig

where CtxSig denotes the context model index of sig-
nificant_coeff_flag. The context model selection procedure for sig-
nificant_coeff_flag is presented in Algorithm 6.

Algorithm 6. Context model selection of significant_coeff_flag in
the proposed method.
oma c
ma Component:
he current coefficient is in the top-left SB, then
alculate RegIdx based on Eq. (6).
e

omponents for coding significant_coeff_flag.
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Fig. 7. Splitting method of TBs in luma for coding coeff_abs_greater1_flag.
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alculate RegIdx based on Eq. (7).
d If
culate the context model index for significant_coeff_flag with
Eq. (10).
roma Component:
culate RegIdx based on Eq. (8).
culate the context model index for significant_coeff_flag with
Eq. (10).
Lu
If t

S
Els
C

En
Ch
If t

S
Els
C

For coeff_abs_greater1_flag, the number of neighbors covered
by the local template with absolute magnitude equal to 1 NumE-
qu1 and larger than 1 NumGre1 are used as the contexts. Moreover,
the position ( )x y, of the transform coefficient level within TB is
also used as a context for luma to exploit the correlation between
the transform coefficient level and its position. To use the position
( )x y, in the context model selection, the TBs in luma component
are split into 3 regions based on Eq. (11). Fig. 7 illustrates the TB
splitting method for coeff_abs_greater1_flag:

=
+ <
+ ≥ + <
+ ≥ ( )

⎧
⎨⎪

⎩⎪
RegIdx

x y

x y x y

x y

0, If 3

1, If 3 and 10

2, If 10 11

After getting RegIdx, the context model index for coeff_abs_-
greater1_flag is calculated with Eq. (12):

= · +
( − ) >
( ) + ( )

⎧⎨⎩

Ctx

RegIdx
NumGre NumGre

NumEqu
7

min 1 1, 3 , if 1 0
min 1, 2 4, otherwise 12

greater1

where Ctxgreater1 denotes the context model index of
coeff_abs_greater1_flag.

For coeff_abs_greater2_flag, the number of neighbors covered by
the local template with absolute magnitude larger than 1 NumGre1
and larger than 2 NumGre2 are used as the contexts. With these two
contexts, the context model index is calculated as follows:

=
>

>
( )

⎧
⎨⎪
⎩⎪

Ctx
NumGre

NumGre
0, if 2 0
1, else if 1 0
2, otherwise 13

greater2

where Ctxgreater2 denotes the context model index of
coeff_abs_greater2_flag.

For the coeff_abs_greater1_flag and coeff_abs_greater2_flag of
the transform coefficient level at the last significance scan
position, a separate context model is used, and this separate
context model is never selected for the transform coefficient levels
at other scan positions. Thus the context model selection proce-
dures for coeff_abs_greater1_flag and coeff_abs_greater2_flag are
presented in Algorithms 7 and 8, respectively.

Algorithm 7. Context model selection of coeff_abs_greater1_flag in
the proposed method.
ma Component:
he current coefficient is at the last significant scan position,
then
et the context model index as 21.
e
alculate RegIdx based on Eq. (11).
alculate the context model index with Eq. (12).
d If
roma Component:
he current coefficient is at the last significant scan position,
then
et the context model index as 7.
e
et RegIdx as 0.
alculate the context model index with Eq. (12).
d If
En

Algorithm 8. Context model selection of coeff_abs_greater2_flag in
the proposed method.
ma Component:
he current coefficient is at the last significant scan position,
then
et the context model index as 3.
e
alculate the context model index with Eq. (13).
d If
roma Component:
he current coefficient is at the last significant scan position,
then
et the context model index as 3.
e
alculate the context model index with Eq. (13).
d If
En

3.2. The binary arithmetic coding engine with low memory
requirement

A multi-parameter probability update was proposed in [24] for
updating probability with different adaption speeds in BAC engine.
In this method, the probability updating models with two different
adaption speeds are applied, which are shown as follows:

( )

α α

α α
= ( + + )≫

= ¯ · + ( − ¯ )·

= ¯ · + ( − ¯ )·

⎧
⎨⎪
⎩⎪ 14

p p p
p y p

p y p
1 ; 1 with

1

1
new new new

new old

new old

0 1
0

0 0
0

1
1 1

1

where y is equal to zero if the current symbol is 0, otherwise y is
equal to 1; ᾱ0 and ᾱ1 are two adaption speeds, which are equal to
1

16
and 1

128
, respectively. At the beginning, the model with ᾱ0 is

used to update the probability because it can converge to optimal
value very fast. After stabilization near optimal value, the average
value of the two probabilities obtained by ᾱ0 and ᾱ1 is used. So a
counter of updates since last initialization is introduced to de-
termine when to switch the probability update model.

The coding interval subdivision in Eq. (3) is achieved by the
look-up table technique in [24], whose size is equal to 288 Kb.
Such large look-up table will consume much area/memory in the
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hardware implementation. If we multiply coding interval width R
by probability p in the straightforward way in the coding interval
subdivision, the multiplication with bit capacity 15�9 is required,
since p is represented with 15 bits and R is represented with 9 bits
in [24]. The bit capacity of the multiplication is also too high for
hardware implementation.

To reduce the bit capacity of the multiplication, a multiplication
with low bit capacity is proposed in this paper. In this method, the
interval [ · )− −2 , 2b b1

2
1 1 in Eq. (4) is uniformly quantized into 32 cells,

thus the coding interval subdivision can be approximated as follows:

Δ

Δ Δ

= · ≈
( ≪ ( − )) + · · ·

= ( ≪ ( − )) + · · ≈ ( ≪ ( − )) + ·( ≫ )·
( )

−

−

R p R
p b p

p b p p b p

; 1 2

2
; 1 2

2
; 1 2 ; 6

2 15

b

b b

1
32

1

6

where p is represented by k bits and Δ is the interval cell index that is
calculated by Δ = ( − )≫−R 2 ; 3b 2 . Same as that in [24], k and b in our
implementation are equal to 15 and 10, respectively. To guarantee the
accuracy of the approximation, the LPS/MPS concept is used, that is the
probability p is represented by ( )p V,LPS MPS . With this approximation,
the bit capacity of multiplication is reduced to 9�5, and the im-
plementation of the proposed method is summarized in Algorithm 9.

Algorithm 9. The procedure for encoding the binary symbol xt
with the proposed BAC engine.
Δ =
pLP

pLP

RLP

RLP

=R
If x

L
R
C

Els
C

En
If x

Els

Table
BD-Ra

Seq

Clas
Clas
Clas
Clas
Clas
Ove
Clas
UH
Ove
Enc
Dec
( − )≫−R 2 ; 3b 2 ;
= ( + + )≫p p 1 ; 1S 0 1 ;

= ((( ≪ ) − ) )k p pmin 1 ; ,S LPS LPS ;

Δ= (( ≪ ( − )) + (( ·( ≫ ))≪ ) + ( ≪ ( − )))≫p b p b k k; 1 ; 6 ; 1 ; 1 ;S LPS LPS ;

= ( + )≫R 1 ; 1S LPS ;
−R RLPS;

t is LPS, then
= +L R;
= RLPS;
all Renormalization procedure.
e
all Renormalization procedure.
d If
t is 1, then

= + ( ≪ ( − )) − ( ≫ )p p k p1 ; 4 ; 40 0 0 ;

= + ( ≪ ( − )) − ( ≫ )p p k p1 ; 7 ; 71 1 1 ;
e

= − ( ≫ )p p p ; 40 0 0 ;

= − ( ≫ )p p p ; 41 1 1 ;

d If
En
2
te (%) of the improved context modeling over that in HEVC.

AI RA

uences Y U V Y

s A �0.9 �0.6 �0.7 �0.5
s B �0.8 �0.6 �0.7 �0.5
s C �0.6 �0.2 �0.3 �0.6
s D �0.6 �0.4 0.0 �0.6
s E �1.0 �0.6 �0.5
rall �0.8 �0.5 �0.4 �0.6
s F �1.5 �1.5 �1.5 �1.3
D �0.7 �0.8 �0.9 �0.5
rall(HD) �0.8 �0.7 �0.8 �0.5
time (%) 107 100
time (%) 101 100
4. Experimental results

This section provides the coding performance of the proposed
modification to CABAC in HEVC. Individual results for the improved
context modeling and the BAC engine with lowmemory requirement
are first reported. Then, the proposed two techniques and the ori-
ginal entropy coding scheme in HEVC are compared as a whole.

The experiments are conducted on HM14.0 using main profile
under three configurations, which include all intra (AI), low delay (LD)
and random access (RA). There are twenty common test sequences,
which are split into five classes depending on their resolution: Class A
(2K), Class B (1080p), Class C (WVGA), Class D (WQVGA) and Class E
(720p). There is an additional class consisting of the screen content
sequences, which is named Class F. According to the common test
conditions in [31], the results for LD configuration do not include the
sequences in Class A, and the results for RA configuration do not in-
clude the sequences in Class E. In addition, we also evaluate the pro-
posed two techniques on five UHD sequences (their resolution is
3840�2160) provided in [32] under each configuration. These UHD
sequences include Fountains, Runners, Rushour, Trafficflow and Camp-
fireparty. The quantization parameters are set to

= { }QP 22, 27, 32, 37 . Coding efficiency is evaluated by BD-Rate that
can be computed according to [33].

4.1. Improved context modeling scheme for transform coefficient
levels

In this section, we evaluate the coding performance of the
improved context modeling in this paper by comparing it with the
original context modeling in HEVC and the context modeling in
[19]. The overall coding performance of the improved context
modeling is first provided as well as the number of the required
context models. Then the coding performance of the proposed
context modeling for significant flag (significant_coeff_flag) and
level information (coeff_abs_greater1_flag and coeff_abs_-
greater2_flag) are provided separately. The row labeled Overall
(HD) in following tables is the average BD-Rate gains calculated on
the high resolution sequences in Classes A, B and UHD.

4.1.1. Overall coding performance of the improved context modeling
Table 2 shows the BD-Rate of the improved context modeling

over the original context modeling in HEVC, which includes the
context modeling for significant_coeff_flag, coeff_abs_greater1_flag
and coeff_abs_greater2_flag. Table 2 shows that, on average, the
improved context modeling reduces the bit-rate by 0.8% for AI,
0.6% for RA and 0.4% for LD compared with the original context
modeling in HEVC.

Table 3 shows the BD-Rate of the improved context modeling
for the transform coefficient levels over that in [19]. From Table 3,
LD

U V Y U V

�0.3 �0.2
�0.4 �0.6 �0.3 �0.1 �0.1
�0.4 �0.3 �0.3 0.4 0.2
0.5 �0.4 �0.4 �1.2 �0.1

�0.6 �1.0 �0.2
�0.2 �0.4 �0.4 �0.4 0.0
�1.3 �1.2 �1.3 �1.5 �1.8
�0.2 0.1 �0.3 �0.2 �0.1
�0.3 �0.2 �0.3 �0.1 �0.1

100
100
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we can see that the average BD-Rate gains are 0.2%, 0.2% and 0.1%
for AI, RA and LD, respectively. Moreover, more BD-Rate gains can
be achieved for high resolution sequences and the average BD-
Rate gains for high resolution sequences are 0.3%, 0.4% and 0.2% for
AI, RA and LD, respectively. We will explain the reasons why more
BD-Rate gains are achieved for high resolution sequences in the
following two subsections.

Table 4 gives an overview of the number of the context models
in the context modeling in HEVC, [19] and this paper. It can be
seen that the number of the context models used for sig-
nificant_coeff_flag in this paper is the same as that in HEVC and
much lower than that in [19]. The number of the overall context
models in this paper is higher than that in HEVC, but still lower
than that in [19].

4.1.2. Coding performance of the context modeling for significant flag
Table 5 presents the BD-Rate of the proposed context modeling

for significant_coeff_flag over that in HEVC. It can be seen that, on
average, the proposed context modeling for significant_coeff_flag
reduces the bit-rate by 0.4% for AI, 0.4% for RA and 0.3% for LD
Table 3
BD-Rate (%) of the improved context modeling over that in [19].

AI RA LD

Sequences Y U V Y U V Y U V

Class A �0.2 �0.1 �0.1 �0.1 0.0 �0.1
Class B �0.4 �0.2 �0.2 �0.3 0.1 0.1 �0.2 0.3 0.4
Class C �0.1 0.1 0.0 �0.1 �0.3 0.1 �0.1 0.2 �0.3
Class D �0.1 0.1 0.2 �0.1 0.7 0.2 0.0 �1.0 �0.3
Class E �0.2 0.2 0.0 0.0 �0.6 0.4
Overall �0.2 0.0 0.0 �0.2 0.1 0.1 �0.1 �0.2 �0.2
Class F 0.1 0.1 0.0 0.1 0.1 0.0 �0.2 �0.5 0.0
UHD �0.3 �0.1 �0.2 �0.6 0.0 0.1 �0.2 0.0 �0.1
Overall(HD) �0.3 �0.1 �0.2 �0.4 0.0 0.0 �0.2 0.0 �0.2
Enc time (%) 101 100 100
Dec time (%) 100 100 100

Table 4
The number of context models in the context modeling in HEVC, [19] and this
paper.

HEVC [19] This paper

Syntax elements Luma Chroma Luma Chroma Luma Chroma

significant_coeff_flag 27 15 54 12 30 12
coeff_abs_greater1_flag 16 8 16 6 22 8
coeff_abs_greater2_flag 4 2 4 4
Overall 72 88 80

Table 5
BD-Rate (%) of the proposed context modeling for significant flag over that in HEVC.

AI RA

Sequences Y U V Y

Class A �0.5 �0.1 �0.3 �0.4
Class B �0.5 �0.2 �0.4 �0.3
Class C �0.3 0.0 0.1 �0.4
Class D �0.4 �0.2 0.1 �0.5
Class E �0.5 �0.4 �0.3
Overall �0.4 �0.2 �0.5 �0.4
Class F �1.5 �1.3 �1.6 �1.3
UHD �0.2 �0.4 �0.5 �0.2
Overall(HD) �0.4 �0.3 �0.4 �0.3
Enc time (%) 102 102
Dec time (%) 101 100
compared with the context modeling in HEVC. Table 6 lists the
coding performance comparisons between the proposed context
modeling for significant_coeff_flag and that in [19]. From Table 6,
we can see that the proposed context modeling can achieve si-
milar or better coding efficiency with fewer context models
compared with that in [19]. In the following, we will make an
analysis to the context modeling for significant_coeff_flag in HEVC,
[19] and this paper.

The context modeling in HEVC, [19] and this paper all use the
coefficient position as a context. However, the probability dis-
tribution of significant_coeff_flag at the same position in different
TBs may be different due to the diversity of the prediction residual,
such as the statistics of the prediction residuals in the homo-
geneous and inhomogeneous regions are very different. For a
coefficient position in a given TB, it is required to use other in-
formation as additional contexts to distinguish the probability
distributions at this position with different statistical properties.
Toward this, HEVC uses neighboring lower and right SBs as the
additional contexts, while the literature [19] and this paper use the
neighbors covered by the local template of the current transform
coefficient level as the additional contexts. Compared with the
neighboring lower and right SBs, the neighbors covered by the
local template are more close to the current transform coefficient
level. In other words, the transform coefficient levels far away
from the current transform coefficient level will not be used in the
context modeling in [19] and this paper. This is illustrated in Fig. 8,
where x is the current transform coefficient level, { … }x x, ,0 4 are
the neighbors covered by the local template of x, and RightSB and
LowerSB are the neighboring right and lower SBs. Thus the
neighbors covered by the local template have stronger ability to
distinguish the probability distributions with different statistical
LD

U V Y U V

�0.2 �0.3
�0.3 �0.7 �0.2 �0.6 �0.2
�0.1 �0.3 �0.3 0.0 �0.1
0.4 �0.4 �0.4 �0.4 �0.3

�0.5 0.2 �0.3
�0.1 �0.5 �0.3 �0.3 �0.2
�1.5 �1.1 �1.3 �1.7 �1.7
0.2 �0.5 �0.2 �0.3 �0.5
�0.2 �0.5 �0.2 �0.5 �0.3

101
100

Table 6
BD-Rate (%) of the proposed context modeling for significant flag over that in [19].

AI RA LD

Sequences Y U V Y U V Y U V

Class A 0.0 0.0 0.0 0.0 0.3 0.2
Class B �0.1 �0.1 0.0 �0.1 �0.1 0.1 �0.1 0.0 0.2
Class C 0.0 �0.1 0.0 0.0 0.1 0.0 �0.1 0.0 �0.3
Class D 0.0 �0.2 0.2 �0.2 0.6 0.1 �0.2 �0.2 �0.2
Class E 0.0 �0.1 �0.2 0.1 0.4 0.3
Overall 0.0 �0.1 0.0 �0.1 0.3 0.1 �0.1 0.1 0.0
Class F 0.1 0.1 0.0 �0.1 �0.1 0.0 0.3 0.3 0.2
UHD �0.1 �0.1 0.0 0.1 �0.3 0.0 �0.1 0.0 �0.3
Overall(HD) �0.1 �0.1 0.0 0.0 0.1 0.0 �0.1 0.0 0.0
Enc time (%) 100 100 101
Dec time (%) 100 100 100
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Fig. 8. Illustration of the neighbors used in this paper and HEVC.

Table 7
The estimated bits for coding significant_coeff_flag at different positions in 8�8 TBs
on some sequences.

Sequences Position HEVC [19] This paper

_ ×BQMall 832 480 ( )1, 1 0.940 0.768 0.763
( )5, 5 0.743 0.679 0.711

_ ×BasketballDrill 832 480 ( )1, 1 0.940 0.909 0.907
( )5, 5 0.735 0.689 0.702

_ ×ChinaSpeed 1024 768 ( )1, 1 0.887 0.749 0.745
( )5, 5 0.749 0.694 0.709
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properties. So the context modeling in [19] and this paper can
achieve better coding performance over that in HEVC.

To capture the characteristics in TBs with different size, TB size
is also used as an additional context in [19], which means separate
context model set are used for the same position from TBs with
different size. On one hand, this can improve the accuracy of
context modeling in [19], since it classifies the probability dis-
tributions of significant_coeff_flag in a more refined way. On the
other hand, this will increase the number of the context models
and may cause the context dilution problem in some cases, since it
requires more samples to accurately estimate context model
parameters. Different from [19], the proposed context modeling
uses a different TB partitions and the same region from different
TBs shares the same context model set to limit the total number of
the context models. So the proposed context modeling can achieve
better coding performance than that in [19] in some cases by
avoiding the context dilution problem.

To verify the above analysis, we estimate the bits R̂ used for
coding random variable X as follows:

∑^ = ( )· ( | )
( )

R p y H X y
16y

where y is the context model index, p(y) is the occurrence prob-
ability of y, ( | )H X y is the conditional entropy of X under context
model index y, which is calculated as follows:

∑( | ) = − ( = | )· ( ( = | ))
( )

H X y p X x y p X x ylog
17x

where ( = | )p X x y is the conditional probability and (·)log is the
logarithm based on 2.

Table 7 provides the estimated bits for coding sig-
nificant_coeff_flag at different positions in 8�8 TBs on some se-
quences, where the position is represented as ( )X Y, coordinate
relative to DC coefficient and these sequences are all coded at
QP¼22 under RA configuration. From Table 7, we can see that the
estimated bits for the context modeling in [19] and this paper are
smaller than that in HEVC for all positions. Compared with [19],
the estimated bits in this paper are smaller at position ( )1, 1 and
larger at position ( )5, 5 . For position ( )1, 1 , the transform coeffi-
cient levels at this position from TBs with different size share
context models, thus there are more samples to be used for
training the context model parameters, so the estimated bits in
this paper are smaller. For position ( )5, 5 , the TB size will increase
the accuracy of the context modeling in [19], since the statistics of
the transform coefficient levels at this position in TBs with dif-
ferent size are different. Therefore, the estimated bits in [19] are
smaller.

4.1.3. Coding performance of the context modeling for level
information

Table 8 presents BD-Rate of the proposed context modeling for
coeff_abs_greater1_flag and coeff_abs_greater2_flag over that in
HEVC. As shown in Table 8, the proposed context modeling can
achieve average bitrate reduction of 0.4% in AI, 0.2% in RA and 0.1%
for LD compared with that in HEVC.

Table 9 shows BD-Rate of the proposed context modeling for
coeff_abs_greater1_flag and coeff_abs_greater2_flag over that in
[19]. On average, the BD-Rate gains of the proposed context
modeling is 0.2%, 0.1% and 0.0% for AI, RA and LD configurations,
respectively. For high resolution sequences, the average BD-rate
gains are 0.3%, 0.3% and 0.2% for AI, RA and LD configurations,
respectively. More specifically, the proposed context modeling can
achieve better coding performance than that in [19] under AI and
RA configurations and on the high resolution sequences (Class B
and UHD) under LD configuration. It achieves worse coding per-
formance than that in [19] on Classes D, E and F under LD
configuration.

Since the portion of coeff_abs_greater1_flag in the bitstream is
much larger than that of coeff_abs_greater2_flag, we only make an
analysis in the following to the context modeling for coeff_abs_-
greater1_flag in HEVC, [19] and this paper to explain the experi-
mental results.

In HEVC, a context model set is first selected depending on
whether there is a coeff_abs_greater1_flag equal to 1 in the pre-
ceding SB, and then a specific context model is selected with
NumEqu1 and NumGre1 of the coded transform coefficient levels
in the current SB. In the proposed context modeling, the context
model is selected with NumEqu1 and NumGre1 of the neighbors
covered by the local template of the current transform coefficient
level. Take Fig. 8 as an example, x is the current transform coef-
ficient level and the preceding SB is either RightSB (in horizontal
scanning pass) or LowerSB (in vertical and diagonal scanning
passes). Thus, as shown in Fig. 8, the neighbors covered by the
local template are more close to x and the neighbors far away from
x will not be used in the proposed context modeling. So the pro-
posed context modeling has stronger ability to distinguish the
probability distributions with different statistical properties for
coeff_abs_greater1_flag at a position in one TB.

In [19], the context model for coeff_abs_greater1_flag is selected
only with NumGre1 of the neighbors covered by the local template
of the current transform coefficient level. Compared with [19], the
number of context models for coeff_abs_greater1_flag in this paper
is higher, since the information from the previous scan pass Nu-
mEqu1 is used as the context in addition to NumGre1 in the current
scan pass. There are only a few significant transform coefficient



Table 8
BD-Rate (%) of the proposed context modeling for level information over that in HEVC.

AI RA LD

Sequences Y U V Y U V Y U V

Class A �0.5 �0.6 �0.5 �0.2 �0.2 0.0
Class B �0.4 �0.3 �0.4 �0.2 0.1 �0.4 �0.1 0.0 0.2
Class C �0.3 �0.4 �0.4 �0.1 0.1 �0.1 0.0 0.1 0.3
Class D �0.2 �0.4 �0.1 �0.1 0.7 �0.1 �0.1 �0.1 �0.1
Class E �0.5 �0.6 �0.4 �0.3 0.3 0.3
Overall �0.4 �0.4 �0.3 �0.2 0.2 �0.2 �0.1 0.0 0.2
Class F �0.1 �0.2 �0.3 0.1 0.1 0.2 0.0 �0.1 �0.3
UHD �0.5 �0.5 �0.6 �0.3 0.3 0.2 �0.2 0.1 �0.1
Overall(HD) �0.5 �0.4 �0.5 �0.3 0.1 �0.1 �0.1 �0.1 0.1
Enc time (%) 105 100 101
Dec time (%) 102 100 100

Table 9
BD-Rate (%) of the proposed context modeling for level information over that in
[19].

AI RA LD

Sequences Y U V Y U V Y U V

Class A �0.3 �0.3 �0.1 �0.2 0.0 �0.1
Class B �0.3 �0.1 �0.2 �0.2 0.2 �0.2 �0.2 0.0 �0.3
Class C �0.1 �0.3 0.0 �0.1 �0.1 �0.2 0.0 �0.2 �0.3
Class D 0.0 0.0 �0.1 0.0 1.5 �0.1 0.2 0.1 �0.2
Class E �0.3 �0.1 �0.3 0.1 0.8 1.9
Overall �0.2 �0.2 �0.1 �0.1 0.3 0.1 0.0 0.1 0.1
Class F 0.0 0.0 �0.3 �0.2 0.0 �0.2 0.2 0.3 0.0
UHD �0.3 �0.2 �0.3 �0.6 �0.2 �0.3 �0.1 �0.2 �0.1
Overall(HD) �0.3 �0.2 �0.2 �0.3 0.0 �0.2 �0.2 �0.1 �0.2
Enc time (%) 100 100 101
Dec time (%) 100 100 100

Table 10
The estimated bits for coding coeff_abs_greater1_flag at different positions in
8�8 TBs on some sequences.

Sequences Position HEVC [19] This paper

_ ×RaceHorses 416 240 ( )1, 1 0.724 0.708 0.712
( )3, 3 0.487 0.475 0.462

_ ×BasketballDrill 832 480 ( )1, 1 0.860 0.873 0.846
( )3, 3 0.620 0.618 0.591

_ ×Kimono 1920 1080 ( )1, 1 0.753 0.758 0.711
( )3, 3 0.383 0.397 0.339
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levels in TB for low resolution sequences (Class D) or video-con-
ference sequences (Class E) under LD configuration, thus the
context dilution problem may occur due to the limitation of the
samples that are used to accurately estimate context model
parameters. So the proposed context modeling achieves worse
coding performance than that in [19]. For AI and RA configurations
or high resolution sequences, there are enough samples to accu-
rately estimate context model parameters, so the proposed context
modeling achieves better coding performance than that in [19].
Since the target of the next generation video coding standard is to
process high resolution video sequences, the proposed context
modeling will be appropriate for the next generation video coding
standard.

Here we also provide the estimated bits for coding coeff_abs_-
greater1_flag at some positions within a TB according to Eq. (16).
Table 10 lists the estimated bits for coding coeff_abs_greater1_flag
at different positions in 8�8 TBs on some sequences, where the
position is represented as the ( )X Y, coordinate relative to DC
coefficient. The sequences _ ×BasketballDrill 832 480 and

_ ×Kimono 1920 1080 are coded at QP¼22 under RA configuration,
and _ ×RaceHorses 416 240 is coded at QP¼27 under LD config-
uration. From Table 10, it can be seen that the estimated bits in
HEVC is smaller than that in [19] for some positions on

_ ×BasketballDrill 832 480 and _ ×Kimono 1920 1080, i.e. ( )1, 1 on
_ ×BasketballDrill 832 480, ( )1, 1 and ( )3, 3 on _ ×Kimono 1920 1080.

This demonstrates the efficiency of the context NumEqu1 from the
previous scan pass in the context modeling for coeff_abs_-
greater1_flag. For position ( )1, 1 on _ ×RaceHorses 416 240, the es-
timated bits in [19] are smaller than that in this paper, since
context dilution is occurred in this paper due to the limitation of
training samples. For other positions besides ( )1, 1 on
_ ×RaceHorses 416 240, the estimated bits in this paper is smaller
than that in [19], since NumEqu1 can help to discriminate the
probability distributions with different statistical properties.

In regard of context dependency, the proposed context mod-
eling introduces the context dependency between different scan
passes, since it uses the information from the previous scan pass as
the contexts of coeff_abs_greater1_flag and coeff_abs_greater2_flag.
However, as shown in Eqs. (12) and (13), NumEqu1 is used for
coeff_abs_greater1_flag only when NumGre1 is equal to zero, and
NumGre1 is used for coeff_abs_greater2_flag only when NumGre2 is
equal to zero. In other words, the context modeling for coef-
f_abs_greater1_flag can be performed without referring NumEqu1
if NumGre1 is greater than zero, and the context modeling for
coeff_abs_greater2_flag can also be executed without referring
NumGre1 if NumGre2 is greater than zero. Thus this context de-
pendency can be reduced as much as possible. Compared with the
context modeling for coeff_abs_greater1_flag and coeff_abs_-
greater2_flag in [19], the proposed context modeling can further
improve the coding performance, especially for high resolution
sequences. So, in our opinions, the proposed context modeling for
coeff_abs_greater1_flag and coeff_abs_greater2_flag is a good bal-
ance between coding performance and parallelism.

4.2. The binary arithmetic coding engine with low memory
requirement

In this section, the coding efficiency of the BAC engine with low
memory requirement is presented. We adopt the M-coder in
HEVC, the BAC engine in [24] with look-up table and the BAC
engine in [24] with straightforward multiplication (multiplication
with bit capacity 15�9) as the competing methods.

The coding performance of the BAC engine with low memory
requirement is listed in Table 11, in which the M-coder in HEVC is
used as the benchmark to compute BD-Rate. Table 11 shows that
on average, the BAC engine with low memory requirement re-
duces the bitrate by 0.7% for AI, 0.6% for RA and 0.5% for LD



Table 11
BD-Rate (%) the proposed BAC engine over that in HEVC.

AI RA LD

Sequences Y U V Y U V Y U V

Class A �0.8 �1.2 �0.8 �0.8 �0.9 �0.5
Class B �0.7 �0.8 �0.6 �0.7 �0.3 �0.2 �0.7 �0.2 0.2
Class C �0.7 �0.8 �0.7 �0.5 �0.4 �0.4 �0.4 0.0 0.2
Class D �0.6 �0.7 �0.4 �0.4 �0.5 �0.3 �0.4 �0.6 0.5
Class E �0.7 �1.3 �0.8 �0.5 �1.0 0.1
Overall �0.7 �0.9 �0.6 �0.6 �0.5 �0.3 �0.5 �0.4 0.3
Class F �0.5 �0.5 �0.4 �0.2 0.0 0.2 �0.4 �0.8 �0.9
UHD �0.8 �0.7 �0.7 �0.8 �0.1 �0.4 �0.8 �0.3 �0.6
Enc Time (%) 108 103 103
Dec Time (%) 102 101 100

Table 12
BD-Rate (%) of the proposed BAC engine over that in [24] with look-up table.

AI RA LD

Sequences Y U V Y U V Y U V

Class A �0.01 �0.01 �0.01 �0.01 �0.01 �0.01
Class B �0.02 �0.02 �0.02 �0.02 �0.02 �0.02 �0.02 �0.02 �0.02
Class C �0.01 �0.01 �0.01 �0.01 �0.01 �0.01 �0.02 �0.02 �0.02
Class D �0.03 �0.02 �0.02 �0.02 �0.02 �0.02 �0.03 �0.03 �0.03
Class E �0.04 �0.03 �0.03 �0.03 �0.03 �0.03
Overall �0.02 �0.02 �0.02 �0.02 �0.02 �0.01 �0.02 �0.02 �0.02
Class F �0.01 �0.01 �0.01 �0.01 �0.01 �0.01 0.00 0.00 0.00
UHD �0.01 0.00 0.00 �0.01 �0.01 �0.01 �0.01 �0.01 �0.01
Enc time (%) 93 98 99
Dec time (%) 96 99 99
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compared with M-coder in HEVC. This is mainly because the
probability update with two different adaption speeds can get
more accurate probability in probability estimation module. As
shown in Table 11, the encoding and decoding time of the pro-
posed BAC engine are similar as that of M-coder in HEVC. The
improvement in encoding time is mainly from RDO (Rate Distor-
tion Optimization) procedure, in which a counter is used to switch
the probability model for each binary symbol.

Table 12 provides the coding performance comparisons be-
tween the proposed BAC engine and the BAC engine in [24] with
look-up table. Compared with the BAC engine in [24] with look-up
table, the proposed BAC engine can achieve a little better coding
performance. This demonstrates the accuracy of the multiplication
with low bit capacity used in the coding interval subdivision. It can
also be seen that the encoding time and decoding time of the
proposed BAC engine are lower than that in [24] with look-up
table from Table 12. This is because the size of the table in [24] is
too large and the processor cannot pre-fetch all entries of the table
into the cache, thus the processor will carry the entry from
memory to cache when the accessed entry is not in the cache and
this process will consume more time. Since only intra prediction is
available under AI configuration and the RDO process is also
simple in this configuration, there are more significant transform
coefficient levels under AI configuration and the proportion of
time consumption on CABAC is also larger compared with RA and
LD configurations. So the time reduction on encoding/decoding
time under AI configuration is more than that under RA and LD
configurations.

We also make an analysis on the memory requirement of CA-
BAC in [24] to state the significance of such memory reduction.
According to [34], there are 154 context models in HEVC and each
context model requires 8bits to store the initial value and 7 bits to
store the probability. In addition, HEVC requires a line buffer size
of 1536 bits for 4k�2k sequences if the minimum CU size is equal
to 8�8. So the CABAC in [24] with look-up table will require 38
times memory more than the CABAC within HEVC, and the look-
up table used in the coding interval subdivision accounts for
nearly 98% of the memory requirement of the CABAC in [24].
Therefore, the multiplication with low bit capacity will reduce the
memory size of CABAC in [24] by 98%.

Table 13 shows the coding performance comparisons between
the proposed BAC engine and the BAC engine in [24] with
straightforward multiplication. The proposed BAC engine achieves
the similar coding performance as that in [24] with straightfor-
ward multiplication from Table 13, thus the multiplication with
low bit capacity can achieve the similar accuracy as the straight-
forward multiplication.

In hardware implementation, the multiplication is im-
plemented based on the addition and shift operations. The mul-
tiplication of two binary numbers is generally implemented as
follows: for each bit in the multiplier, shift the multiplicand left
and add the shifted multiplicand to the product if this bit is equal
to one. The multiplication with bit capacity 15�9 will require a
24-bits register to store the result and consume 9 shift operations
and 9 24-bits addition operations to accomplish this multi-
plication; while the multiplication with bit capacity 9�5 requires
a 14-bits register to store the result and consumes 5 shift opera-
tions and 5 14-bits addition operations to accomplish the multi-
plication. Compared with the multiplication with bit capacity
15�9, the multiplication with bit capacity 9�5 can reduce the
hardware complexity and power consumption while keeping the
same time consumption.

4.3. Overall coding efficiency of the proposed two techniques

The overall coding efficiency of the proposed modification to
CABAC is evaluated with respective to the original entropy coding
scheme in HEVC. Table 14 shows that on average, the proposed



Table 13
BD-Rate (%) of the proposed BAC engine over that in [24] with straightforward
multiplication.

AI RA LD

Sequences Y U V Y U V Y U V

Class A 0.00 0.00 0.00 0.00 0.00 0.00
Class B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Class C 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Class D �0.01 �0.01 �0.01 0.00 0.00 0.00 0.00 0.00 0.00
Class E �0.01 0.00 �0.01 0.02 0.02 0.02
Overall 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Class F 0.00 0.00 0.00 0.01 0.01 0.01 0.03 0.03 0.03
UHD 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00
Enc time (%) 95 97 99
Dec time (%) 99 100 100

Table 14
BD-Rate (%) of the proposed two techniques in this paper.

AI RA LD

Sequences Y U V Y U V Y U V

Class A �1.7 �1.7 �1.5 �1.4 �1.1 �1.0
Class B �1.5 �1.5 �1.5 �1.2 �0.9 �0.9 �1.0 �0.6 �0.4
Class C �1.3 �1.1 �1.1 �1.1 �0.8 �0.8 �0.9 �0.1 �0.3
Class D �1.2 �0.9 �0.6 �1.0 0.2 �0.8 �1.0 �0.6 �0.3
Class E �1.7 �1.9 �1.5 �0.9 �1.9 �0.6
Overall �1.4 �1.4 �1.2 �1.1 �0.6 �0.9 �0.9 �0.7 �0.4
Class F �2.0 �2.0 �2.0 �1.9 �1.5 �1.3 �1.6 �1.8 �2.3
UHD �1.4 �1.6 �1.6 �1.3 �0.2 �0.3 �1.2 �0.1 �0.3
Enc time (%) 119 106 107
Dec time (%) 104 102 101
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two techniques can reduce the bitrate by 1.4% for AI, 0.9% for LD
and 1.1% for RA when compared to the original entropy coding
scheme in HEVC. This demonstrates that the gains of the improved
context modeling for transform coefficient levels and the gains of
the BAC engine with low memory requirement are additive.
5. Conclusion

In this paper, we propose a modification to CABAC within HEVC
to improve its coding performance under low memory require-
ment, which consists of an improved context modeling for trans-
form coefficient levels and a binary arithmetic coding (BAC) engine
with low memory requirement. For the improved context mod-
eling, the statistical features of the transform coefficient levels
within HEVC are first presented, and then the coefficient position
and the neighbors covered by a local template of the current
transform coefficient level are used to design the context models.
For significant_coeff_flag, TBs are split into different regions based
on the frequency of the transform coefficient level. For each re-
gion, the specific context model is determined by the number of
the significant neighbors covered by the local template of the
current transform coefficient level. To limit the total number of the
context models, the same region from different TBs shares the
same context model set. For coeff_abs_greater1_flag, the number of
neighbors covered by the local template with absolute magnitude
equal to 1 and larger than 1 are used as the contexts. Moreover,
the coefficient position is incorporated in the context model se-
lection to capture the statistical features of the transform coeffi-
cient levels at different frequencies. The number of neighbors
covered by the local template with absolute magnitude larger than
1 and larger than 2 are used as the contexts of coeff_abs_-
greater2_flag. For the BAC engine with low memory requirement,
the multi-parameter probability update mechanism is used to
update the probability. Moreover, the multiplication with low bit
capacities is used in the coding interval subdivision instead of the
large look-up table to reduce the memory consumption. Experi-
ments conducted on HM14.0 under main profile demonstrate that
each technique can improve the coding efficiency for HEVC, and
the further coding efficiency improvement can be achieved by
adopting the two techniques together.
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