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ABSTRACT

Facial eye region image restoration based on diffusion model

Feng Haoran (Computer Software and Theory)
Directed by Prof. Wang Yizhou

ABSTRACT

Facial eye region image restoration refers to the beautification of eye defects in facial
photos such as closed eyes and wrinkles. Compared with traditional methods like manual
image adjustment, deep learning-based restoration methods offer higher processing efficiency,
lower operational barriers, and enable ordinary users to capture the beauty of life in photos, thus
providing significant practical value. In this task, a good restoration result should meet three
criteria: 1) authenticity: clear details, natural lighting, reasonable shape, and smooth edges,
resulting in a realistic facial photo; 2) identity features: restoration results should faithfully
retain eye features such as pupil color and shape; 3) expression consistency: the restored eye
region should be coherent with the overall facial expression and convey the same emotion.

The diverse shapes, complex textures, and intricate details of the eye region, as well as its
significant impact on the overall visual appeal of the restored photo, present considerable chal-
lenges to this task. Current methods in this field are primarily based on generative adversarial
networks (GANs) and diffusion models, facing three main issues: 1) restored eye features in
the results do not match the original images; 2) GAN-based restoration results exhibit good
accuracy and authenticity, but lack training stability and model generalization; diffusion mod-
els offer good training stability but insufficient accuracy and authenticity; 3) when the face in
the image to be restored is tilted or rotated, the results are likely to be blurry and disorganized.
To address these issues, this paper innovatively proposes a facial eye region image restoration
framework based on denoising diffusion models, with the following key innovations:

1. To address the inability of restoration results to retain identity features, this paper intro-
duces additional information to guide the generation process within the framework. Open-eye
photos of the same person and corresponding eye masks are added to the input. During training,
the eye features are extracted using an eye feature recognition model and fed into the denoising
process of the U-Net network. Identity feature preservation loss constrains the model to ef-
fectively utilize the additional guiding information. To reduce the impact of unrelated features

in the guiding image, this paper employs the Poisson blending method for preprocessing the
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guiding image.

2. To address the insufficient accuracy and authenticity of restoration results using denois-
ing diffusion models, this paper proposes a U-Net network structure with the spatial multi-
scale attention modules. The spatial multi-scale attention module, building upon traditional
multi-scale attention, considers the importance of certain known regions in facial restoration
problems, performing pixel-wise weighted processing on the obtained attention maps. This
helps the model eliminate interference from masked regions and fully utilize important region
information, ensuring the generation of realistic and semantically reasonable results.

3. To tackle the issue of blurry and disorganized results when the face in the image to
be restored is tilted or rotated, this paper uses a self-supervised method to address texture
loss issues during facial image rotation. The guiding image input to the restoration model is
adjusted for pose, aligning it with the pose of the image to be restored, thus reducing large
blurry and disorganized structures in the restoration results.

During training, the model utilizes identity-matched paired data obtained from the CelebA
dataset, while an additional user photo is employed for testing. Considering practical applica-
tions, paired data will not cause inconvenience for users and can improve restoration effects.

In summary, this paper analyzes the three main challenges in facial eye region image
restoration: accuracy and authenticity, identity feature preservation, and pose rotation and tilt.
It proposes an innovative solution framework addressing these challenges and generating high-
quality restoration results. The experimental results on the CelebA dataset demonstrate that the
framework proposed in this paper outperforms existing methods in terms of major evaluation
metrics and is capable of generating restoration results that are realistic, accurate in details,

structurally reasonable, and preserve identity features.

KEY WORDS: Image inpainting,Diffusion model,Face restoration

v



	封面
	摘要
	ABSTRACT
	北京大学学位论文原创性声明和使用授权说明
	提交终版学位论文承诺书

