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ABSTRACT

Visual Reconstruction of Neuromorphic Vision Sensors

Lin Zhu (Computer Application Technology)
Directed by Prof. Yonghong Tian

ABSTRACT

Neuromorphic camera is a brand new vision sensor that has emerged in recent years. It
outputs asynchronous neuromorphic data (spikes or events) with high temporal resolution by
continuously sampling the light intensity. Compared with traditional vision sensor, neuromor-
phic camera has the advantages of high dynamic range, high time-domain resolution and low
power consumption. Thus it has great potential in the field of machine vision, such as auto-
matic driving, UAV visual navigation, industrial detection and video surveillance, especially
in high-speed motion and extreme light scenes. However, the newly-emerging asynchronous
neuromorphic data can not be intuitively understood by people. Therefore, how to reconstruct
continuous visual images from the sparse neuromorphic data according to the continuous
sampling characteristics is a key problem in this field.

This thesis technologically formulates the neuromorphic visual reconstruction problem
and establishes the evaluation benchmark. On this basis, systematic studies on continuous
visual reconstruction are conducted from different perspectives: At the data level, it studies the
continuous visual reconstruction from the single-mode neuromorphic data of an event camera
or a spike camera, to the combinations of event and spike; At the algorithm side, by focusing
on the principle of biological plausibility and computational effectiveness, this thesis starts
from the hand-crafted shallow spiking neural network (SNN) to the data-driven deep spiking
neural network and artificial neural network (ANN). The main contributions of this thesis can
be summarized as follows:

Firstly, this thesis proposes a bio-inspired spatio-temporal spiking neural network to
adaptively extract the temporal and spatial features of spike data, which can asynchronously
reconstruct continuous visual images based on spike data. Firstly, according to the temporal
characteristics of spike data, the motion confidence matrix is proposed to model the motion
probability of spikes. Then the optimization of spatiotemporal dynamic neuron extraction is
modeled as a first-order Markov random field problem and solved by graph cut. Based on the

results of dynamic neuron extraction, an adaptive spike refining mechanism is further proposed
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to eliminate the temporal blur. Finally, the visual reconstruction layer based on LIF neurons
and synaptic connection driven by spike-timing-dependent plasticity is introduced to achieve
continuous visual reconstruction. To verify the effectiveness of the proposed model, this thesis
constructs the first spike-based dataset for visual reconstruction, namely PKU-Spike-Recon
dataset. Experimental results show that the proposed method outperforms other approaches
on both qualitative and quantitative evaluation (e.g., two-dimensional entropy and sharpness

evaluation), and has high robustness on both normal and high-speed scenes.

Secondly, this thesis presents a deep recurrent spiking neural network using adaptive
membrane potential neurons to extract the deep features of neuromorphic data, which achieves
energy-efficient continuous visual reconstruction based on spike and event data. This thesis
constructs a deep spiking neural network based on leaky integrate and fire (LIF) and membrane
potential neurons for supervised learning of neuromorphic data, which achieves SNN-based
large-scale image regression tasks for the first time. The features of the proposed fully SNN
are transmitted by binary spikes, in this case, the deep spike features are extracted by spike
skip connection and the multi-scale spike feature extraction. In the last layer, the binary
spike data is converted into continuous gray values through the membrane potential (MP) of
neurons, and the continuous visual reconstruction result is achieved. Based on above fully SNN
framework, a hybrid SNN-ANN framework is proposed to achieve better temporal receptive
field and reconstruction performance. Compared with existing ANN-based approaches, the
performances of our SNNs are comparable in various scenarios, such as indoor complex
lighting and outdoor automatic driving scenes, while the energy consumption of the proposed
SNNSs is 19.36 times and 7.75 times lower than that of their corresponding ANN structures,

respectively.

Thirdly, this thesis presents a multi-modal visual reconstruction network to fuse the fea-
tures of spike and event data, which can effectively achieve continuous visual reconstruction of
neuromorphic cameras in complex lighting scenes. From the biologically perspective, event
camera and spike camera mimic peripheral and fovea of retina, respectively. Therefore, by
fusing these two kinds of neuromorphic data, we can perceive the high dynamic range motion
information and fine texture information at the same time Toward this end, a novel neuro-
morphic data representation mechanism is proposed to adaptive extract temporal information
of spike and event data. Moreover, to extract the features of spike data and event data, a
multi-modal network based on a feature fusion module is designed. The complementary of

the two kinds of neuromorphic data can be effectively achieved by the proposed network. To
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verify the effectiveness of the proposed model, this thesis builds a neuromorphic sampling
system which combines a spike camera and an event camera. A multi-modal neuromorphic
dataset is constructed by the sampling system, namely the PKU-Retina-Recon dataset. Ex-
perimental results show that the proposed method can effectively combine spike and event
data to reconstruct high dynamic range scenes. The SSIMs evaluation in high-speed and low
illumination scenes are 21% and 16% higher than that of event-based models and spike-based
models, respectively.

Fourthly, this thesis constructs a neuromorphic continuous visual reconstruction system
for high-speed moving objects. The system includes the combination of FPGA and upper
computer to achieve the applications of the proposed visual reconstruction models. So far,
most of the traditional high-speed imaging systems are based on frame-based paradigm, thus
suffer the contradiction between “mass data” and “limited bandwidth”. In this thesis, we build
a neuromorphic visual reconstruction system to efficiently reconstruct continuous visual infor-
mation from spatiotemporal spike data, which has the advantages of high temporal resolution,
less data redundancy, and low power consumption. Specifically, the system simplifies the
dynamic neuron extraction and adaptive threshold mechanisms of the proposed three layer
SNN, so that it can be deployed on FPGA and run in real time. Meanwhile, in order to obtain
higher quality reconstruction results, two deep SNNs are designed to reconstruct and display
images on the upper computer. The results on multiple challenging scenarios (e.g., high speed
bullet and UAV) and downstream tasks (e.g., depth estimation and object detection) demon-
strate the effectiveness of the proposed visual reconstruction models and the superiority of the
constructed system.

In conclusion, this thesis focuses on the visual reconstruction of neuromorphic cameras
and conducts systematic researches on both spike and event data. Starting from the sampling
mechanism and physical modeling of neuromorphic cameras, this thesis explores bio-inspired
shallow SNN, deep recurrent SNN, and the multi-modal fusion network based on spike and
event data, to effectively process the neuromorphic data. The proposed models effectively
mine the spatiotemporal features of neuromorphic data. Overall, this thesis demonstrates the
technical feasibility of a neuromorphic visual reconstruction system, and lays a foundation for

the construction of high-performance neuromorphic system in the future.

KEY WORDS: Neuromorphic vision sensor, image reconstruction, retina-like visual sampling,

spiking neural network, neuromorphic camera
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