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ABSTRACT

Model-based Opponent Modeling

Xiaopeng Yu (Computer Application Technology)
Directed by Zongqing Lu

ABSTRACT

In the past decade, the rapid development of deep learning has greatly promoted technolog-
ical innovation in artificial intelligence. Deep learning has made unprecedented breakthroughs
in various domains such as image recognition, text detection, and speech recognition. It has
also boosted the evolution of reinforcement learning in competitive scenarios. AlphaGo and
Libratus are famous algorithms in deep reinforcement learning, which have gained remarkable
achievements in Go and Texas Hold’em, respectively. In addition, deep reinforcement learning
has also emerged in the fields of eSports, autonomous driving, quantitative investment, and
even military confrontation. Deep reinforcement learning has a wide range of application
scenarios, which is critical to advance science and technology.

Competitive scenarios have long existed objectively in human social life, and how to
enable the agent autonomously make decisions has long been of interest. The uncertainty
of the opponent’s policy in adversarial games is the fundamental reason why such problems
are tricky, because the policies and goals of the opponent with autonomous decision-making
capabilities are not known. One of the solutions to such problems is opponent modeling, in
which the historical actions of the opponent are observed and modeled to predict the future
actions of the opponent or to infer the goal of the opponent. Traditional opponent modeling
methods focus on the effect of the environment on the opponent’s action, but ignore the effect
between the opponent’s policy and the agent’s policy.

Inspired by the recursive reasoning and considering the features of competitive scenarios,
the paper proposes an algorithm, model-based opponent modeling. The opponent modeling
module is composed of two parts: recursive imagination and Bayesian mixing. Recursive
imagination uses the nested reasoning relationship between the agent’s policy and the oppo-
nent’s policy to simulate the recursive reasoning in the environment model, forming a series
of different levels of imagined opponent policies. Bayesian mixing uses the true actions of
the opponent as Bayesian posterior information to mix imagined opponent policies in order to

approximate the real opponent’s policy. The model-based opponent modeling first forms the
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possible change of the opponent’s policy from recursive imagination, and then fits the learning
patterns of the opponent with Bayesian mixing, so as to achieve the purpose of modeling
different learning types of opponents.

In experiments, the algorithm is tested against three types of opponents: fixed-policy
opponents, naive learners, and reasoning learners. The test environments are Triangle Game,
One-on-One, and Predator-Prey. First, the experimental results show significant improvement
compared with other state-of-art methods in this domain. Especially when fighting against
learning and thinking opponents, the algorithm shows the advantage of recursive-reasoning-
based opponent modeling, which predicts the opponent’s future policy and exploits it. Second,
the paper performed ablation study to test the performance of the recursive imagination and
Bayesian mixing respectively. The results show that an imagined opponent policy does not
adapt to the real opponent policy, and mixing randomly generated imagined opponent policies
does not achieve good performance. Thirdly, the paper performed the sensitivity analysis of
hyperparameters, planning length and the number of recursive imagination layers. In general,
the planning length should not be taken too large due to the limitation of computational cost
and environment model error, and the number of recursive imagination layers can also achieve
good results by using smaller values. Finally, the structure of the algorithm is tightly coupled,
it also conforms to realistic logic, both from a theoretical and intuitive point of view. The
algorithm performance outperforms other methods and achieves the purpose of adapting to

different learning types of opponents.

KEY WORDS: reinforcement learning, multi-agent, opponent modeling
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