Bl N 2 e w2 A

M =

MU P 5 e 1) AT W i XA OGN, Bl AT KR TR (B o WA i
FEAE SRR B ORIF AU B IR TSR 1 R b iU i 5, DURD 1 Bl
ANPGRS I E SR TUR A AU IR . SRR N T4
BB TCARAE R, AR TMAgGISEAR: o 7RI TR E R, AT
VUSRS T ot o) G i 45 A s 15 oA T b GE ik TUAR AR B, R T g B . o,
TGS EOARE — ME A B . AR AL SRR R BRE s 5 R, i
Arit— B 4

AVS FRHERH] T E T J B BE A, Jehat A Gt S RIit 11 Zh B25 Ji
ITEIR e S A 22 A5 R AT k20 1 I 4 AVS I35 2 L R 1 32 2 4 i ) 5=
T MERSEGY, K-Froa 8o e A g Adt TN % 2D-VLC %itt . g5 s
Kb PR P AN AR TETL G AEREAS L LA 3T A A B 0 Bt e th S B R 2 B
(Faghi b 7 SCIIAS Rl T AR A, I ELT e 20 18] 2AT P A% 10 I PR E AR o it
FEBLVT 0 G B S5 A I AN 225 e e A 00 AR BEVE B, 10 HOE 25 i8 weit e
(VS AT ANREAE BE ARG, IRATAE S 2 B E B i R AR K I Bk ko

EG, ASCEXT AVS BrtBEA g i BOR B b A P B U A (I 1
e RIS I G B R ART Gt 65 45 4 o 38 T A0 90 ) 8 70 RO B0 K e iy, Ak
PR YRS HON i PSR BB T AR K, Bk T AERFIN TR, R
BOPIC T G I H) o RERITK L IR T s SR A 250, 5 ARSI 2 it
FEATGERIATEL, 1948 T R AR BT A K AR B ] T 2 RK L4ty
SER PR AT LA Bl DI, 120090 65 2 REVS AE BRI B A S8 B — IR A2
K FRA o U2 b 2 SRS B ZE R 5L, R & e A g i A i ik
PEE, WA TIPSR, S T BRI AR BRI T Rk g HE R, X
A RN R BTG4, A KA. CBP WU, vtz dfiishit
MR, 98> T ROM F ] #c .

FR, ASCIRIN Bevt 17—l 2 GO K S i R it a , BEAS I Bh g
—MEEICER, BEAE 150MHZ [RIBUR T SCHL s SRS R AR S . SCRFIP 8140



Bl N 2 e w2 A

U2 RN L G AR, SEELIAE R RS . FHe AT g Al 2D-VLC
fERS o ARSCAEVCVII, Jhy 74T W AR K ARt i Bt b i 5 R B o, sl — A
Bl RS — A RE SR T — R T A R A5 M RIS AL L o %A 0 L R
B ERERS 2 8 — MG, SCRERUKERERE, IF HLAEEIR M AR~ T4E .

ASCFIH Verilog HDL S H 1R 4 % R A 3 45 M AT RTL il 78
Modelsim SE6.3 "~ {j Bl L, #AAE Xilinx Vertex5 VLX330 FPGA 2545280
HERRN, ARSI AN, S8R AVS il ST g i A 2% 1

P fE 2K

A Wigwtd, VLC, VLD, AVS



Bl N e VAT

Abstract

There is close correlation among neighbouring pixels in pictures or videos, that is, much
redundancy exists in video and picture data. So human has been engaged in working out efficient
ways to eliminate or minimize those redundancies. As a result, high performance video encoders
have been developed and serving in peple’s life nowadays. Generally speaking, the redundancy
can be divided into spatial redundancy, temporal redundancy, statistical redundancy and so on.
Intra Prediction and Inter Prediction have been widely used to reduce spatial and temporal
redundancy. For staticstical redundancy, another important technique, Entropy Coding, has been
adopted to further remove redundant information. Entropy Code is a kind of lossless compression
techenique and deals with various parameters and residual coefficients after transformation and

quantification.

AVS (Audio and Video coding Standards) is developed in China independently and uses its
own Entropy Coder to arrange syntax elements after Intra Prediction and Inter Prediction. There
are about three coding methods in AVS entropy coder, Fixed Length Code, signed and unsigned
Exp-Golomb Code and 2D Variable Length Code (2D-VLC). As we know, Entropy Coder deals
with different kinds of irregular syntax elements. The type and number of those elements are
variable in different Macroblock (MB). What’s more, these elements need to be arranged serially
and some of them have strong dependency on others. So, besides possible maximum number of
elements, Entropy Coder designers have to take the working frequency and hardware cost into

account.

This paper firstly introduces AVS Entropy Code in details and analyses overall process of
Entorpy Code. Then it analyses the timing requirements of video encoder and decoder and
presents several architectures for AVS Entorpy encoder and decoder. After carefully weighing
factors such as requirements, throughput, speed and hardware cost, we choose to use a single-way
full-pipeline architecture as the final one. In the following part, this paper provides detailed
microarchitecture and main submodules in our design and gives simulation and implementation

reports for each design. In general, our work can be summarized as follows.



Bl N e VAT

First, an efficient architecture with high speed and low hardware cost for AVS real-time HD
Video Encoder has been presented in our paper. In order to eliminate the dependency between
encoding MB header syntax element and Zigzag Scan circuit, we devide the entropy coder into
two pipeline stages. In each stage, we use a single way of pipeline architecture for 2D-VLC
operation, which is much different from common multiple parallel structure.With a throughput of
one symbol per clock, the structure surely meets the demands of HD video encoder. In this way,
we can save lots of hardware resources and efficiently utilize serializability of syntax elements.
Meanwhile, a very practical method for compressing VLC tables in AVS has been proposed to

reduce the number of RAMs when we implement these tables in hardware.

Then, we design a high-speed multi-stage pipeline structure of entropy decoder, which
supports decoding HD videos. It can decode syntax elements in sequence level, frame/field level,
slice level, MB level and block level. With corresponding to entropy encoder, it can perform Fixed
Length Decode (FLD), Exp-Golomb Decode and 2D Variable Length Decode (2D-VLD). The
basic requirement for our architecture is to decode one coefficient in one clock. Special tables for
bitstream shifter have been made to accelerate the process of extracting codewords from bitstream.
The look-up table based method enables the entropy decoder to eliminate the dependency between
extracting current codeword and decoding previous one. So our architecture supports pipeline

operation and can function well at a high working frenquency.

The complete architectures have been described in Verilog HDL, simulated with Modelsim
SE 6.3c simulator and implemented using FPGA of Xinlinx Vertex5 VLX330. They fully meet the
demands of AVS HD encoder and decoder and support real-time encodeing and decoding for

1080P @ 30 frame/s or 1080i @ 60 field/s videos respectively.
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