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Abstract

With the widely used video surveillance equipment, the processing, analysis, and
utilization of person/vehicle data contain enormous social and scientific value. Object
re-identification (RelID) is one of the core subjects of surveillance video technology,
which is valuable for the industry and the research community. Object re-identification
aims to match and retrieve pedestrian or vehicle targets in multi-cameras without
overlapping fields of view. It helps to obtain target trajectories and realize intelligent
and safe monitoring of public places. ReID models usually need to be applied to super-
large databases, deployed in various application scenarios, and face frequent model
updates. This poses significant challenges to the generalization ability of model
representations. Specifically, in large-scale databases, target samples present diversity
due to changes in shooting angles and postures, requiring representations to have
generalization ability and robustness to achieve cross-view, cross-camera retrieval. In
addition, different deployment scenarios (domains) face environment changes,
requiring representations to have inter-domain generalization ability and adaptability to
cope with different data distributions. Finally, the model faces frequent updates,
therefore the representations need to have generalization ability and compatibility
between models for better cross-model collaboration. In this paper, we propose a
systematic generalizable representation learning solution for different re-identification



application scenarios. The main contributions of this paper include the following
aspects.

1) For the representation generalization problem caused by the sample diversity, a
disentangled representation learning with metric-based adversarial scheme is proposed.
This method introduces an adversarial learning strategy and an attention mechanism to
decouple common representations and specific representations. The common
representations are robust against different variations, and the specific representations
are highly discriminatory to similar targets. Moreover, to effectively use these two types
of representations, we further design a hybrid ranking strategy to flexibly strengthen
different representations for different matching pairs, reduce redundancy between
representations, and enhance representation generalization. In addition, this article
constructs a vehicle re-identification dataset, VERI-Wild 2.0, which is collected from
274 cameras and contains 686,525 vehicle images. This dataset can effectively evaluate
the discriminative power and generalization ability of model representations in large-
scale scenes. Compared with the basic model without disentangle learning, the
proposed method achieves 5.13% mAP performance improvement on the VERI-Wild
2.0 dataset and 11.99% mAP performance improvement in the cross-view retrieval task.

2) For the domain generalization challenge caused by diverse deployment scenarios,
this paper proposes a representation generalization method based on multiple meta-
learning. It integrates meta-learning into both training strategy and metric space
optimization, comprehensively improving the generalization and discriminative power
of representations in different scenarios. The meta-learning training strategy performs
an online "train-then-evaluate" task to simulate the performance of the model in
unknown scenarios, enabling the model to "learn to generalize". The introduced meta-
learning discrimination loss explicitly simulates cross-camera or cross-domain
matching scenarios in metric space optimization, enabling the model to "learn to
discriminate". To comprehensively evaluate the generalization power of the model's
representations, we construct a highly diverse dataset, Person30K, which covers indoor
and outdoor scenes in supermarkets and shopping malls, and contains 1.38 million
images captured from 6,497 cameras. Compared with the baseline model without meta-
learning scheme, this method achieves 2.38% mAP improvement on the Person30K
Test-C dataset. Furthermore, in the dataset diversity analysis experiment, the model
representations obtained on Person30K exhibit stronger generalization power than
those on the MSMT17 dataset.

3) For the unsupervised domain adaptation problem, this paper proposes a domain
adaptation method driven by high-quality pseudo label generation. By providing
reliable pseudo labels for the unlabeled data of target domain, we can obtain a model
with adaptation and generalization abilities on the target domain. This method leverages
graph structures and designs a hierarchical graph convolutional network to gradually
obtain the correlations between samples. Firstly, vertex-based graph convolution is
used to aggregate visually similar samples and obtain high-purity sub-clusters, then
cluster-based graph convolution is used to associate sub-clusters with diverse targets,



and finally high-precision and high-recall pseudo labels can be obtained. Besides, a
robust relation representation is proposed for clustering. It leverages the labeled source
domain samples as references, which can alleviate the impact of intra-person variation
in target domain. In the domain adaptation experiment from DukeMTMC to
Market1501, by adding hierarchical graph convolution to the MMT framework, the
quality of pseudo labels and the performance of the re-identification model are
improved by 12.11% in F-score and 7.7% in mAP, respectively.

4) To address the problem of representation generalization between models, this paper
proposes a representation compatibility method based on transfer learning. Re-
identification models face frequent updates and deployments. It is a heavy workload to
re-extract representations of the whole database every time. Therefore, this paper
designs a representation compatibility learning method by introducing transfer learning,
which enables the new model representation to directly match the old database
representation and achieve interoperability between model representations. This
method introduces transfer learning into the representation space and model space. The
designed prototype-based compatible loss uses prototypes to bridge and align the new
and old embedding representations explicitly. The mutual structure regularization is
further designed to implicitly achieve representation compatibility by transferring the
rule information contained in the network components. The experiments on six datasets
show that compared with independently trained models, the compatible models can
achieve comparable self-testing performance (-0.3% ~ +1.1% in CMC@]1) and better
cross-testing performance (+1.5% ~ +6.5% in CMC@]1).

To sum up, this paper analyzes the challenges of representation generalization for
different re-identification application scenarios, and proposes a systematic
representation learning method to improve the generalization ability of representation.
Experiments demonstrate that the proposed representation learning method shows
significant performance advantages in different application scenarios and tasks, which
verifies the superiority of the proposed method.



