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ABSTRACT

Deep Generative Model Based Human Video Coding

Ruofan Wang (Computer Application Technology)
Directed by: Prof. Ronggang Wang and Prof. Siwei Ma

ABSTRACT

In recent years, the field of artificial intelligence has experienced rapid development, re-
sulting in the emergence of deep-learning-based video coding algorithms as a research hot-spot
in the area of multimedia. As video calls, online conferences, and live streaming have become
increasingly popular, the demand for efficient video compression techniques that accommodate
low-latency and low-bandwidth requirements has become urgent. However, mainstream deep
video compression methods follow a traditional hybrid coding framework that is characterized
by complex module designs, low encoding and decoding efficiency, and poor subjective visual
quality of decoded videos at low bitrates. Moreover, Human videos encompass both facial and
body videos, which have distribution characteristics that differ significantly from those of other
types of videos in natural scenes. Consequently, there remains a lack of in-depth research on
compression methods for human-oriented videos. With the development of deep generative
networks, generative models can now synthesize realistic images and videos of people based
on high-level feature representations. This thesis explores efficient compression for human-
oriented videos from two perspectives, namely, the key information of human motion and the
layered features of the human body, building a practical human video compression system
using deep generative models. The contributions of this thesis can be summarized in three
aspects:

e A generative video compression method for human videos based on key motion in-
formation is proposed. A generative video compression framework for human videos
is proposed to tackle the issue of redundant motion feature representation in human
generation models. The encoder obtains the motion transformation matrix of the key
regions of people in the source video using a motion estimation network. The matrix
is then subjected to principal component analysis to extract motion feature representa-
tions of different importance levels. By applying different quantization step sizes and
entropy models to the motion representation, minor motion information can be filtered

out while retaining the core motion information of the person, thereby reducing the
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redundancy of motion information. The decompressed motion representation is fused
with the input key frame by a deep generative network, and the decoded video sequence
is reconstructed sequentially. The proposed method saves 65% of the required bit rate
for transmitting motion features without compromising the subjective quality of the
decoded video.

A generative video compression method for human body videos based on hier-
archical feature is proposed. A generative video coding framework is proposed for
efficient compression of human body videos at low bitrates. The framework lever-
ages hierarchical feature fusion to achieve texture consistency in reconstructed videos.
Specifically, the source video is decomposed into structural and texture feature repre-
sentations, with only key frame feature information used as the global texture feature
representation to reduce encoding costs. Through a two-stage training process, the
generative module utilizes optical flow information from generated frames to achieve
refined reconstruction results. A contrastive learning method at the semantic level is
proposed to ensure the texture consistency of the decoded video, and a normalization
module that fuses optical flow information of the generated frames is proposed to en-
sure the temporal consistency of the decoded video. Experimental results show that the
proposed method outperforms the mainstream video coding method VVC in subjective
quality of reconstructed videos by 50%.

A generative human video compression system is constructed. Based on the pro-
posed video compression method for human videos, a deep generative video com-
pression system was developed. The system was trained and tested on self-collected
datasets containing various application scenarios, such as video calling and live stream-
ing. The compression performance of human body videos was evaluated under different
conditions and compared with mainstream encoding-decoding frameworks. The results
further demonstrate the effectiveness and feasibility of the deep generative model for

encoding human body videos.

In summary, this thesis presents an end-to-end deep generative video compression frame-

work for human videos based on deep generative models, which is studied from the perspec-

tives of generated motion key information and hierarchical features. The proposed method effi-

ciently encodes the extracted high-level feature information, such as motion features, structural

features, and semantic features, while simultaneously enhancing the reconstruction quality of

decoded videos. This approach provides novel insights for the application of generative video
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coding frameworks.

KEY WORDS: Video Generation, Deep Learning Based Video Coding, Generative Adversar-

ial Network, Contrastive Learning
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