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Abstract

Abstract

Understanding language and vision simultaneously is the key to bridging the
gap between language and vision for the artificial intelligence system to advance
from “perceptual intelligence” to “cognitive intelligence”. In the different expres-
sion forms of the language, visual description is the most related to visual content.
According to the description form, a visual description can be classified into a text-
based visual description and a speech-based visual description. In this paper, we focus
on cross modal generation from the visual description and study this problem in three
aspects: image generation from text, image generation from speech, and cross modal
semantic compression. Summarily, the contributions of this paper are as follows:

1. A factor decomposition based method for cross modal generation from
text to image. For the task of image generation from text visual descrip-
tion, to improve the controllability of the text-to-image generation model, we
proposed a new cross modal semantic embedding method by designing an ad-
ditive instance norm module. By decomposing the text condition and noise
vector, we embedded the text condition into the generator and discriminator
with the additive instance norm. Experimental results showed that our method
can improve performance, controllability, and efficiency simultaneously.

2. A transfer learning based method for cross modal generation from speech
to image. For the task of image generation from speech visual description,
we proposed a method to directly translate speech into image without the help
of the text. Firstly, to get speech-image paired data, we synthesized speech
using a text-to-speech application to get a synthesized speech-image paired
dataset based on the text-image paired dataset. Then we proposed a transfer
learning-based method to improve the generalization ability of the speech rep-
resentation. Finally, we conducted extensive experiments to demonstrate the
effectiveness of our proposed methods. We propose a method to synthesize
images from speech visual description, without the help of the text, providing
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a benchmark for this problem.

3. A cross modal generation based semantic compression framework. Dif-
ferent modalities have different characteristics. For example, speeches are 1-
dimensional time-domain continuous signal, text are 1-dimensional discrete
data, images are 2-dimensional spatial-domain signal. The goal of data com-
pression is to design a pair of methods: an encoder and a decoder, to de-
crease the rate under the constrain of distortion. We applied to cross modal
translation methods to data compression and proposed a cross modal genera-
tion based semantic compression framework: cross modal compression, and
provided a paradiam for cross modal image compression and a paradigm for
cross modal video compression. Experimental results showed that our pro-
posed cross modal compression performed better than traditional compression
methods on the testing dataset. Our method sets a new direction for the next
generation semantic based image/video compression.

Overall, we focused on the problem: cross modal generation from visual descrip-
tion to image, and investigated image generation from speech visual description and
text visual description. We propose a new cross modal semantic embedding method,
a framework for direct speech-to-image translation, and a new semantic compression

framework.

Key Words: Image Generation, Generative Adversarial Nets, Text-to-Image Trans-

lation, Speech-to-Image Translation



