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ABSTRACT

Due to the limitations of frame-based camera imaging mechanism, hand pose estimation
based on common-used color or depth sensors is unreliable in strong light and fast motion
scenarios. As an emerging neuromorphic sensor, event cameras are promising in the field
of hand pose estimation due to their high dynamic range, high temporal resolution, and low
power consumption. However, event cameras have difficulty in capturing texture information
and thus have a shortcoming in stationary or lighting change scenes. These advantages and
disadvantages of event cameras and frame-based cameras inspire us to fuse data from both
modalities and use their respective advantages to compensate for the corresponding issues to
achieve stable, accurate and efficient hand pose estimation.

This thesis investigates how to achieve robust hand pose estimation using both event and
frame-based cameras, and accomplish two works: event-based hand pose estimation, and hand
pose estimation based on the complementary event stream and RGB frames.

1. This thesis proposes an event-based method for monocular hand pose estimation. To
deal with the asynchronous format of event streams and the motion ambiguity issue,
this thesis designs novel hand flow representations specially for the hand to portray the
hand motion. The 3D annotations obtained by existing methods are sparse relative to
the event streams with high temporal resolution. To make full use of the rich temporal
information of the event streams, this thesis designs a self-supervised learning frame-
work based on contrast maximization and edge constraints. To validate the proposed
method, the first real-world dataset with accurate annotation containing 74 minutes of
event sequences and 421 K RGB frames is collected in this work. Experimental results
on the real-world dataset show that the proposed method outperforms existing RGB-
based methods in fast motion scenes and strong light scenes, and can achieve 120 FPS

hand pose estimation, which quantitatively and qualitatively demonstrate the potential
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of event cameras in the field of hand pose estimation.

2. This thesis further proposes the first hand pose estimation method based on comple-
mentary event streams and RGB frames. Based on the previous work of RGB frames
and event streams on the respective merits and challenging issues, this thesis designs a
scene-aware fusion module to introduce this prior knowledge and uses event streams to
improve the performance of RGB-based hand pose estimation under overexposure and
motion blur issues. Considering the difference in data modality between event streams
and RGB frames, the event streams do not have synchronized RGB frames. This thesis
designs an non-concurrent fusion module to fuse the previous RGB information into
the current event stream to improve the performance of event-based hand pose estima-
tion under the foreground sparsity and background overflow issues. Experiments show
that the proposed method can effectively improve the performance in challenging issues
by complementing the two modality data. Since the method is based on the structure
of convolutional neural network and Transformer, the trade-off between accuracy and
computational cost can be flexibly achieved by adjusting the network structure.

In summary, this thesis explores hand pose estimation based on event streams and RGB
frames, and demonstrate the complementary potential in terms of camera imaging mechanisms.
This thesis shows the technical feasibility of complementing event and frame-based cameras
for hand pose estimation tasks, and provides a reference for designing efficient and robust hand

pose estimation systems.
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