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Abstract—Motion vector prediction (MVP) plays a crucial
role in reducing the rate cost for coding motion vector (MV).
However, the relative limited construction of MVP list restricts
the potential efficiency. In this paper, an enhanced MVP scheme
is proposed. In particular, we first modify the insertion order of
MVP candidates according to the statistics. Then, the scaling
process during MVP construction is modified to extend the
application range. Moreover, an expanded-area motion vector
prediction (EMVP) approach is adopted to further utilize the
spatial correlation of local motion field. Simulation results shows
that the proposed scheme can achieve better prediction for coding
motion information.

Index Terms—MVP, High Efficiency Video Coding, expanded-
area motion vector prediction, video coding

I. INTRODUCTION

Motion Vector Prediction (MVP) plays an important role
in the previous video coding standards. The earliest standard
H.261 [1] uses a simple predictor, where the predicted motion
vector is given by the motion vector of the macroblock to the
left of the current coding block. The H.263 motion compen-
sation uses a more complex motion vector predictor [3]. The
predicted motion vector is the median value of three MVP
candidates, which are the motion vectors of the macroblock
to the left, above and above-right relative to the current one.
Later, in H.265/HEVC [2], the motion vector prediction was
enhanced with advanced motion vector prediction (AMVP)
based on motion vector competition [2] [4].

In the latest future video coding (FVC) development [5], this
AMVP mechanism still plays a key role. From the description
of AMVP, it is known that if the neighbor blocks of the current
block are intra-mode coded, the blocks are excluded from
MVP candidate list and thus no motion information from these
kinds of blocks can be utilized. In this case, zero MVs will
be added to the MVP list if the number of the candidates
is less than two. It can be seen that this mechanism may be
not very precise and some other useful motion information of
neighbor inter-mode blocks is negligible. The surrounding MV

information of inter-mode coded blocks is not fully utilized
and the MVP accuracy of current block will be influenced.
In addition, since numerous changes have been made during
the development of FVC, the order of MVP lists and the
mechanism of scaled MVP should also be taken into further
consideration.

In this paper, we propose an optimized MVP scheme for
FVC. To make full use of available MV information of sur-
rounding blocks, some MVs of surrounding inter-mode blocks,
which are named as Expanded-area Motion Vector Predictor
(EMVP), are utilized instead of zero MVs or Temporal Motion
Vector Predictor (TMVP) by expanding the area of MVP
derivation. Besides, according to statistical tests, the order of
MVP candidates lists and the applying conditions of scaling
have been improved in this paper as well.

The rest of this paper is organized as follows. In Section
II, the principle of AMVP will be introduced specifically and
the problem statement is also given in this section. Section
III presents the detailed description of the proposed optimized
MVP scheme. The experimental results and performance com-
parison are given in Section IV to show the efficiency of
our proposed method. Finally, the conclusion is presented in
Section V.

II. OVERVIEW OF AMVP AND PROBLEM STATEMENT

A. Overview of AMVP

As shown in Fig. 1, the AMVP scheme of HEVC will
choose two spatial MVPs and one temporal MVP as the candi-
date MVPs. For spatial motion vector candidate derivation, two
motion vector candidates are derived based on motion vectors
of each PU located in five different positions. The order of
derivation for left side of the current PU is set as follow:{A0,
A1, scaled A0, scaled A1} and the order of derivation for
above side of the current PU is set as {B0, B1, B2, scaled B0,
scaled B1, scaled B2}.
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The derivation is processed in a two pass approach. In the
first pass, it is checked whether any of the candidate blocks
contain a reference index that is equal to the reference index
of the current block. The first motion vector found will be
taken as candidate A. When all reference indices from A0

and A1 are pointing to a different reference picture than the
reference index of the current block, the MVs need to be scaled
according to the temporal distances between the candidate
reference picture and the current reference picture, which is
shown in Fig. 2.

Then the temporal motion vector candidates search one
motion vector from two different co-located candidates, i.e.
(C0, C1). The first position is C0, which is at the bottom-right
position of the current PU. When position C0 is unavailable or
outside of the current coding tree unit (CTU), position C1 is
used. When the number of searched candidates is greater than
two, only the first two candidates will be preserved. Otherwise,
the zero motion vector is added to the candidates list, if the
number of searched motion vector is less than two.

Fig. 1. AMVP mechanism
in HEVC.

Fig. 2. The flowchart of
AMVP mechanism.

B. Problem statement

Motion vector difference (MVD) is the vector subtracted
by MVP from MV, which can be eliminate applied to the
correlation between motion vectors of neighboring blocks. The
calculation of both MVD components is shown in (1) and (2).
From these equations, we can know that, the more accurate
MVP is performed, the fewer MVD will be coded and the
coding efficiency will be improved.

MVDx = ∆x−MV Px (1)

MVDy = ∆y −MV Py (2)

To learn about the performance of MVP mechanism more
specifically, we calculate the proportion of MVD in video
bitstream with configuration of Lowdelay-P in one second.
From Table.1, we found that MVD still takes up a large
proportion in bitstream, average of which is up to 11%. In
this condition, the performance of MVP mechanism still have
much room for improvement according to the statistical data.

When the number of MVP candidates in the list is smaller
than two, zero motion vector (0, 0) will be added into the list

TABLE I
PROPORTION OF MVD IN BIT STREAM(QP=47) AND THE PERCENTAGE

OF INTRA-MODE BLOCKS(QP=47)

Sequences Resolution MVD Proportion I-mode blocks

BasketballPass 416x240 14% 9%

RaceHorses 416x240 15% 23%

BQMall 832x480 9% 13%

PartyScene 832x480 9% 15%

BQTerrace 1920x1080 11% 4%

BasketballDrive 1920x1080 9% 10%

Cactus 1920x1080 7% 17%

ParkScene 1920x1080 10% 6%

Overall 11% 12%

till the list is full. As mentioned in [6], the percentage of intra-
mode macroblocks is up to 12% and 9% in sequence “stefan”
and “foreman”, separately. According to this, D. Liu proposes
an improved MVP scheme for H.264 by exploiting more
neighbor motion information of the first layer blocks around
the current block in [5]. While in JEM 7.0, the percentage
of intra-mode blocks is still up to 12% on average and MVP
accuracy of nearly 48% blocks will be influenced, as shown in
Table. 1. But this “add-zero” scheme stays unchange in JEM
7.0, which means that great amounts of coding blocks MVPs
are not accurate enough.

III. OPTIMIZED MVP SCHEME

In this section the proposed optimized MVP scheme will
be described. With the proposed MVP scheme, we firstly
modified the scaling mechanism in AMVP to make the MVP
candidates list more manifold. After constructing a better
MVP candidates list, we add an expanded area motion vector
prediction (EMVP) to enhance the accuracy of the MVP
candidates. The detailed descriptions of this optimized MVP
scheme are addressed in the following subsections.

A. Enhanced AMVP scaling mechanism

In this section, the relationship between MVP list order and
probability of selection for different candidates is analyzed
first. We change the order of original AMVP mechanism:{A0,
A1, scaled A0,scaled A1},{B0, B1, B2, scaled B0, scaled B1,
scaled B2}into the following different cases:

• case 1:{A1, A0, scaled A1, scaled A0},{B0, B1, B2,
scaled B0, scaled B1, scaled B2}

• case 2:{B0, B1, B2, scaled B0, scaled B1, scaled B2},{A1,
A0, scaled A1, scaled A0}

• case 3:{B0, B1, B2, scaled B0, scaled B1, scaled B2},{A0,
A1, scaled A0, scaled A1}

As shown in Fig. 3, with the histogram of probability
calculation, we can find that the MVP list order has a major
impact on list construction. The selection probability for A0 is
nearly zero in case 1 and case 2, which will desert the useful
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Fig. 3. Selection probability for each candidate for “BQSquare” video sequence in: (a) case 0; (b) case 1; (c)case 2; (d)case 3.

(a) (b) (c) (d)

Fig. 4. Selection probability for each candidate (including scaled MVP) for: (a) “BasketballPass”; (b) “BQSquare”; (c)“BQTerrace”; (d)“Cactus” video
sequences.

motion information of block located at A0 and therefore the
accuracy of motion vector prediction will be reduced.

We calculate the selection probability in AMVP mechanism
more specifically and the result is shown in Fig. 4. From the
histogram, we can figure out several facts: (1) The percentage
of selection for scaling A0 and A1 is much higher than B0
and B1, which means the useful motion information of blocks
above the current block will not be used in some cases; (2)
The percentage of selection for scaling B0 and B1 is extremely
low. With these facts, we try to modify the construction
process of AMVP list as: (1) Change the candidates order to
{A0, A1},{B0, B1, B2},{(scaled A0, scaled A1),(scaled B0,
scaled B1, scaled B2)}; (2) Change the applying conditions
for scaling MVs of blocks above the current block as shown
in Fig. 5.

Fig. 5. The flowchart of Proposed modified AMVP mechanism

B. Expanded-area Motion Vector Prediction

To better make use of available MV information of sur-
rounding blocks, we proposed an expanded area EMVP to
enhance the accuracy of AMVP. From 2.2, we find that the
percentage of intra-mode blocks in JEM 7.0 still constitutes a
high proportion. Thus, we try to perform EMVP after Pattern
matched motion vector derivation (PMMVD) mode [7], which
is at the end of the construction process.

The proposed EMVP scheme is illustrated in Fig. 6. The
expanded area of the current block is the left block of A0, A1
and the upper block of B0, B1, which are already compressed
and their motion information can be utilized to derive MVP
for the current block. The applying conditions of EMVP are
set as follows:

• Case 1: when PMMVD is performed and a MVPMMVD

will be added as the first candidate in the MVP lists. If no
candidate has been added in the first two process (SMVP
and TMVP), zero MV will be added into the list. In this
condition, we apply EMVP to replace zero MV when the
following condition is satisfied:

D(MVPMMVD,MVEMV P ) < D(MVPMMVD,MVZERO) (3)

where MVPMMVD is the MVP derived by PMMVD,
MVEMV P is the MVP derived by EMVP, and MVZERO

means the zero MV. D(x, y) is the Manhattan distance
between point x and y and i depends on the dimensions
of the vectors:

D(x, y) = Σi|xi − yi| (4)

• Case 2:when there are two candidates in the list after
PMMVD, one each from SMVP process and TMVP



TABLE II
THE PERFORMANCE OF PROPOSED OPTIMIZED MVP SCHEME COMPARED WITH JEM 7.0

Sequences
Lowdelay-P Lowdelay-B Random Access

Y U V Y U V Y U V

Class A

Campfire 0.11% -0.06% -0.35% 0.02% 0.04% -0.23% 0.06% -0.05% -0.04%

CatRobot1 -0.09% -0.38% -0.53% -0.17% -0.51% -0.25% -0.04% -0.13% -0.24%

DaylightRoad2 -0.25% -0.44% 0.02% -0.20% -0.13% 0.01% -0.12% 0.06% 0.03%

FoodMarket4 0.03% -0.14% -0.07% -0.15% 1.05% 0.20% 0.05% 0.39% 0.32%

ParkRunning3 -0.10% -0.17% 0.06% -0.02% -0.13% 0.01% -0.08% 0.08% -0.15%

Overall -0.06% -0.24% -0.17% -0.11% 0.06% -0.05% -0.03% 0.07% -0.02%

Class B

BasketballDrive -0.23% 0.33% -0.06% 0.11% -0.04% 0.45% -0.05% 0.10% -0.42%

BQTerrace -0.29% -1.51% -0.70% -0.07% 0.38% -0.05% 0.04% -0.32% -0.08%

Cactus -0.08% 0.65% 0.35% -0.07% -0.33% -0.10% -0.07% 0.18% -0.17%

MarketPlace 0.11% 0.28% -1.97% -0.17% 0.35% -0.53% 0.02% 0.95% 0.79%

RitualDance -0.44% -0.32% -0.29% -0.08% -0.18% -0.41% 0.07% -1.18% -0.55%

Overall -0.19% -0.12% -0.53% -0.05% 0.04% -0.12% -0.00% -0.05% -0.09%

process separately. We try to apply EMVP to replace
TMVP when the following condition is satisfied:

D(MVSMV P ,MVEMV P ) =< 8 (5)

where MVSMV P is the MVP derived by spatial motion
vector prediction. And the threshold is determined by
experimental results.

Fig. 6. Proposed EMVP scheme

IV. EXPERIMENTAL RESULTS

The simulations of the proposed optimized MVP scheme
was performed with JEM 7.0, which is the reference software
for FVC. To verify the performance of the proposed scheme,
we conduct simulations with three inter-related configurations
used in FVC: Lowdelay-P(LDP), Random Access(RA) and
Lowdelay-B(LDB). Ten video sequences [8] with various
video characteristics are utilized as test sequences in our exper-
iments. For each sequence, Quantization Parameter(QP) value
of 32, 37, 42 and 47 are specified in our experiments. The cod-
ing performance is measured by Bjontegaard’s method [9] in
terms of BD-rate(Y component). The experimental results are
shown in Table 2. From Table 3, it can be seen that for Class

B, the average BD-rate gains are 0.19% for luma component
at LDP configuration. Specially, for sequences “RitualDance”
and “BQTerrace”, the BD-rate gains can achieve up to 0.44%
and 0.29% respectively.

This result shows that the proposed optimized MVP scheme
succeeds to improve the coding performance.

V. CONCLUSION

In this paper, we propose an optimized MVP mechanism,
which includes two schemes: modifying the scaling process
during the construction of AMVP mechanism and expanded-
area motion vector prediction scheme. Having these two
schemes work together can enhance the accuracy of MVP and
get 0.13% BD-rate gains for luma component at Lowdelay-P
configuration on average compared with JEM 7.0.
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